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1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

Message from the Chair

In the name of the organization committee I welcome you to the First International Workshop on Nonlinear Dynamics and
Synchronization (INDS’08) located at the Alpen-Adria University Klagenfurt in the beautiful small town Klagenfurt. INDS’08
brings together researchers, developers and practitioners from different horizons, with the main aim to establish a platform for
discussing the latest advances and applications of nonlinear dynamics and synchronization. INDS’08 is an interdisciplinary
workshop and will serve as a forum to present current and future works as well as to exchange research ideas pertaining to
various aspects in this exciting and challenging field. With great pleasure I can inform you that we have received a substantial
number of high-quality contributions and we thank all authors for their overwhelming response. The best papers were selected
through a thorough review process and we have an acceptance rate of approximately 40%. In addition to the contributed papers,
INDS’08 also features invited papers as well as poster and demo sessions.

We could win eleven international renowned experts to present exceptionally interesting insights and ideas in nonlinear dynamics
and synchronization in keynotes and invited talks. We thank them for their availability and precious time: L.O. Chua, G.R.
Chen, J. Kacprzyk, D. Helbing, J. Kurths, W. Mathis, D. Ruan, F. Rulkov, M.C. Mackey, M. Rosenblum and H.B. Hwarng.

We also thank all our reviewers for their efforts to ensure the high standard of this workshop’s contributions. Additionally, our
thanks are directed to both the local organization committee at the Alpen-Adria University Klagenfurt (especially the staff of
the Institute for Smart System Technologies) and to the program and organization chairs for their distinguished work and their
efforts to make this first edition of INDS’08 a great success. We do hope that all participants will enjoy two interesting and
stimulating workshop days and the stay in our beautiful city Klagenfurt, which is the capital of the federal state of Carinthia
in Austria. Carinthia - the southernmost state of Austria, sharing borders with Italy and Slovenia - is situated in a basin of the
Alps and has the longest hours of sunshine in the region as well a large number of crystal clear alpine lakes.

We plan to organize this interdisciplinary workshop every year. Thus, this is also an invitation to join and actively participate in
INDS’09. We further advertise the possibility to submit either an extended paper version or a fully new paper to one or more of
the four INDS’08 post conference publications. The deadlines and guidelines will be posted on our website http://inds08.uni-
klu.ac.at in the next days. After undergoing a thorough further review process, selected papers will be published either in
one of two books (one with Springer and one with World Scientific Publisher) or in one of two special journal issues (one
with ”The Open Cybernetics and Systemics Journal” published by Bentham publishing and the second with the ”International
Journal of Computational Intelligence Systems” published by Atlantis Press).

Kyandoghere Kyamakya
General Chair, INDS’08
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Keynotes

We could win international experts from various fields of non-linear dynamics and synchronization to fascinate us with their
exciting keynote speeches and invited talks. The speaker’s biographies and a short abstract of their planned talks are presented
on the next pages.

Prof. Leon O. Chua, University of California, Berkeley, USA
Leon O. Chua received the MSEE from Massachusetts Institute of Technology in 1961, and the Ph.D. from
University of Illinois, Urban-Champaign in 1964. After that he was Assistant and Associate Professor at
Purdue University until 1970. He became a Professor of Electrical Engineering and Computer Sciences
at University of California at Berkeley since 1971.
Dr. Chua is known internationally as a pioneer in 3 major research areas, namely, neural networks, chaos
and nonlinear circuits. His word in these areas has been recognized internationally through numerous
major awards, including 11 honorary doctorates from major universities in Europe and Japan, and 7 USA
patents. He was elected Fellow of IEEE in 1974, a foreign member of the European Academy of Sciences
(Academia Europea) in 1997, and a foreign member of the Hungarian Academy of Sciences in 2007. He
was honored with many major IEEE prizes, including the IEEE Browder J. Thompson Memorial Prize

Award in 1972, the IEEE W. R. G. Baker Prize Award in 1978, the Frederick Emmons Award in 1974, twice winner of the
IEEE M.E. Van Valkenburg Award (1995 and 1998). He is also a Recipient of the top 15 most cited authors Award in 2002
from all fields of engineering published during the 10-year period from the Current Contents (ISI) database, the IEEE Neural
Networks Pioneer Award in 2000, the IEEE Gustav Kirchhoff Award in 2005, and the IEEE Vitold Belevitch Award in 2007.
Throughout his career, Dr. Chua has authored around 500 papers and 8 books. He is widely recognized as the father of
nonlinear circuit theory and cellular neural networks (CNN). Dr. Chua also invented a five-element electronic circuit for
generating chaotic signals. Known internationally as the Chua Circuit, it is used by many researchers to design secure
communication systems based on chaos and has become a standard paradigm for teaching chaos in textbooks on nonlinear
dynamics.

Keynote: A nonlinear dynamics perspective of Wolfram’s new kind of science
Wolfram’s monumental best seller entitled ”A new kind of science” was based almost entirely on brute-force computer
simulations. In sharp contrast, this 2-hour lecture presents a rigorous analytical theory based on attractors from a nonlinear
dynamics perspective.
New results and concepts to be presented include the partitioning (via Felix Klein’s Vierergruppe) of all 256 local Boolean
rules studied empirically by Wolfram into 88 global equivalence classes, one of which contains 4 topologically-conjugate
rules capable of universal computation, and endowed with a 1/f spectrum. Another major result is the rigorous characterization
of the time-asymptotic dynamics (attractors) of 112 local rules via an explicit generalized Bernoulli shift formula.
Even more surprising, we have discovered the attractors of 170 local rules are blessed with the remarkable property of
time-reversality. For such rules, the past evolution in time can be recovered from the future evolutions of a corresponding
”twin” rule. Only 86 local rules exhibit an ”arrow of time”.
One of our most fascinating discoveries is a new phenomenon, dubbed an ”isle of Eden,” having no counter part in hyperbolic
differential equations, which has neither a past, nor a future!
In addition to providing a mathematical foundation for brainlike dynamics, the discoveries cited above provide a simple
dynamical mechanism for mimicking many exotic phenomena from brain science, relativity, quantum physics, cosmology,
etc.
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Prof. Guanrong Ron Chen, City University of Hong Kong, Hong Kong
Guanrong Chen received the M.Sc. Degree in Computer Science from the Sun Yat-sen, China and the
Ph.D. Degree in Applied Mathematics from Texas A&M University, USA. He is an IEEE Fellow (1996)
and currently is a Chair Professor and the Founding Director of the Centre for Chaos and Complex
Networks at the City University of Hong Kong.
Prof. Chen served and is serving as Chief Editor, Deputy Chief Editor, Advisory Editor and Associate
Editor for several international journals including the IEEE Circuits and Systems Magazine, IEEE
Transactions on Circuits and Systems (I and II), IEEE Transactions on Automatic Control and the
International Journal of Bifurcation and Chaos. He received the 1998 Harden-Simons Prize for the
Outstanding Journal Paper Award from the American Society of Engineering Education, the 2001 M.
Barry Carlton Best Annual Transactions Paper Award from the IEEE Aerospace and Electronic Systems

Society, the 2002 Best Paper Award from the Institute of Information Theory and Automation, Academy of Science of the
Czech Republic and the 2005 IEEE Guillemin-Cauer Best Transaction Annual Paper Award from the Circuits and Systems
Society. He is an honorary professor at different ranks in more than twenty universities in Argentina, Australia, China and
USA.

Keynote: On the Synchronizability of Complex Dynamical Networks
Some concerned issued on synchronization and synchronizability of complex networks are addressed, regarding synchronized
regions, synchronization conditions and the relationships between the topology and the synchronizability. The presentation will
first be motivated by showing two simple examples of regular symmetrical graphs, which have identical structural parameters
(average distance, degree distribution and node betweenness centrality) but have very different synchronizabilities. These
simple examples demonstrate the intrinsic complexity of the network synchronizability problem. I will then show that for a
complex network with identical node dynamics in any topology, two key factors influencing the network synchronizability
are the structure of the network inner-linking matrix and the eigenvalues of the network outer-linking matrix. Some more
examples will then be provided to show that an addition of new edges to a network can either increase or decrease the
network synchronizability, depending on the underlying network topology and where the edges are added. Therefore, to
search for some conditions under which the network synchronizability may be increased through adding edges, research
found that graph theory is very helpful. It will be demonstrated that for networks with disconnected complementary graphs,
adding edges never decreases their synchronizabilities. This implies that better understanding and careful manipulation of
the complementary graphs are important and useful for enhancing the network synchronizability. Moreover, it will be shown
that an unbounded synchronized region is always easier to analyze than a bounded synchronized region for any complex
network. Consequently, to effectively enhance the network synchronizability for the case where the synchronous state is an
equilibrium point of the network, a new design method will be presented for determining a rank-1 inner-linking matrix,
which means only one state variable is used for coupling therefore very cost-effective, such that the resulting network has
an unbounded synchronized region. Throughout this presentation, both theoretical analysis and computer simulations will be
presented with comparisons, revealing the essence of graph theory for studying complex network synchronization.

Prof. Chen has been nominated lately for the ”2008 National Natural Science Award of China”. As the date of final
interview conincides with the workshop, he will not be able to attend and give his interesting talk. We wish Professor Chen
all the best for the competition and strongly hope that he is going to win the award.
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Prof. Dirk Helbing, Swiss Federal Institute of Technology Zürich (ETH Zürich)
Since June 1st 2007, Dirk Helbing (born on January 19, 1965) is Professor of Sociology, in particular of
Modeling and Simulation at ETH Zurich. Before, he worked as Managing Director of the Institute for
Transport & Economics at Dresden University of Technology, where he was appointed full professor in
2000. Having studied Physics and Mathematics in Göttingen, his master thesis dealt with the nonlinear
modeling and multi-agent simulation of observed self-organization phenomena in pedestrian crowds. Two
years later, he finished his Ph.D. at Stuttgart University on modeling social interaction processes by means
of game-theoretical approaches, stochastic methods and complex systems theory, which was awarded two
research prizes.
After having completed his habilitation on traffic dynamics and optimization in 1996, he received a
Heisenberg scholarship. Both theses were printed by international publishers. Apart from this, Helbing has

(co-)organized several international conferences and (co-)edited proceedings or special issues on material flows in networks
and cooperative dynamics in socio-economic and traffic systems. He has given 250 talks and published more than 200
papers, including several contributions to journals like Nature, Science or PNAS, which were discussed by the public media
(newspapers, radio and TV) more than 200 times. He collaborates closely with international scientists. For example, he worked
at the Weizmann Institute in Israel, at Xerox PARC in Silicon Valley, at INRETS in Paris and the Collegium Budapest -
Institute for Advanced Study in Hungary, where he is now a member of the external faculty.

Keynote: From emergent crowd behavior to self-organized traffic light control
Crowds and traffic flows have been successfully modeled as driven many-particle systems. Due to the non-linear interactions
and delayed adaptions in these systems, one finds a rich spectrum of self-organization phenomena. This includes, for example,
various forms of traffic jams, noise-induced breakdowns, freezing-by-heating and slower-is-faster effects, self-organized
oscillations, and spontaneous synchronization phenomena. We also discuss instabilities in the motion of dense crowds and
the occurrence of turbulence-like phenomena that have been discovered by high-performance video analysis techniques.
Non-linear interactions do not automatically lead to a system optimum. The system may be rather trapped in a local optimum
or behave in an unstable way. Therefore, one interesting question is how to modify many-particle interactions in order to
avoid this. Future traffic assistance systems will, for example, be able to increase the stability and capacity of traffic flows.
Moreover, self-organized traffic light and production scheduling based on decentralized control approaches will allow for
better adaptation to variations in capacities and demands. This will lead to a higher quality and performance of traffic and
production systems in the future.
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Prof. Jürgen Kurths, Potsdam University, Germany

Keynote: Synchronization in Oscillatory Networks
The formation of collective behaviour in large ensembles or networks of coupled oscillatory elements is one of the most
fundamental aspects of dynamical systems theory. Applications range from physics and chemistry via neuroscience to
engineering and social sciences. Here some basic properties, potentials but also open problems will be discussed.
Recent research has revealed a rich and complicated network topology in the cortical connectivity of mammalian brains.
A challenging task is to understand the implications of such network structures on the functional organization of the
brain activities. This is studied here basing on dynamical complex networks. We investigate synchronization dynamics
on the cortico-cortical network of the cat by modelling each node (cortical area) of the network with a sub-network of
interacting excitable neurons. We find that the network displays clustered synchronization behaviour and the dynamical
clusters coincide with the topological community structures observed in the anatomical network. Our results provide insights
into the relationship between the global organization and the functional specialization of the brain cortex.
This approach of a network of networks seems to be of general importance, especially for spreading of diseases or opinion
formation in human societies or socio-economic dynamics.

References:
Osipov, G.V., J. Kurths, and C. Zhou, Synchronization in Oscillatory Networks, Springer Complexity, Berlin 2007.
Motter, A., C. Zhou, and J. Kurths, Europhys. Lett. 2005, 69, 334.
Motter, A., C. Zhou, and J. Kurths, Phys. Rev. E 2005, 71, 016116.
Zhou, C., A. Motter, and J. Kurths, Phys. Rev. Lett. 2006, 96, 034101.
Zhou, C., L. Zemanova, G. Zamora, C. Hilgetag, and J. Kurths, Phys. Rev. Lett. 2006, 97, 238103.
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Prof. Da Ruan, Belgian Nuclear Research Centre, Belgium
Da Ruan (PhD in Math, Ghent U, Belgium 1990) is a scientific staff member at the Belgian Nuclear
Research Centre (SCK•CEN). He was a Post-Doctoral Researcher from 1991-93 and since 1994 has
been a senior researcher and FLINS Project Leader at SCK•CEN. He is the principal investigator
for the research project on intelligent control for nuclear reactors, cost-estimation for large nuclear
projects under uncertainty, and computerized decision making systems for society and policy support
at SCK•CEN. He was a guest research scientist at the OECD Halden Reactor Project (HRP), Norway
from April 2001 to September 2002 as a principal investigator for the research project on computational
intelligent systems for feedwater flow measurements at HRP. His major research interests lie in the areas of
mathematical modelling, computational intelligence methods, uncertainty analysis and information/sensor
fusion, decision support systems to information management, cost/benefit analysis, and safety and security

related fields.
Dr. Ruan currently serves as Scientific advisor at the National Institute for Nuclear Research of Mexico for the project
”Adaptive fuzzy control and its applications in nuclear systems” (Mexico), Regional editor for Europe of Int. J. of Intelligent
Automation and Soft Computing (TSI Press, Albuquerque, NM), co-editor-in-chief of Int. J. of Nuclear Knowledge Management
(Interscience Publishers, Geneva), editor-in-chief of Int. J. of Computational Intelligence Systems (Atlantis Press, Paris), Editor
of the book series of Intelligent Information Systems and the proceedings series of Computer Engineering and Information
Science, Part time Professor at the Dept. of Applied Math. and CS in Ghent University and Adjunct Professor in the Faculty
of Information Technology at University of Technology, Sydney, Australia.

Keynote: The role of computational intelligence in complex decision systems
In recent years there has been a growing interest in the need for designing intelligent systems to address complex engineering
problems. One of the most challenging issues for the intelligent system is to effectively handle real-world uncertainties that
cannot be eliminated. These uncertainties include sensor imprecision, instrumentation and process noise and disturbances,
unpredictable environmental factors, to name a few. These uncertainties result in a lack of the full and precise knowledge of
the system including its state, dynamics, and interaction with the environment. Computational intelligent techniques including
fuzzy logic, neural networks, and genetic algorithms etc., as complimentary to the existing traditional techniques, have
shown great potential to solve these demanding, real-world problems that exist in uncertain and unpredictable environments.
These technologies have formed the foundation for intelligent systems. An overview on computational intelligence in control
and decision making for complex systems will be given over the last four decades. Some real-world cases on power plant
operation, information-driven safeguards, cost estimation under uncertainty for a large engineering project, and decision
support for long-term options of energy policy will be illustrated for the potential use of computational intelligence related
techniques in complex systems. Essential steps on implementing computational intelligence related techniques in industry will
be presented via R&D, demonstration, and commercialization. Challenges and future research directions will be concluded
in this talk.
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Prof. Janusz Kacprzyk, Polish Academy of Sciences, Poland Janusz Kacprzyk is Professor of Computer
Science at the Systems Research Institute, Polish Academy of Sciences, and Honorary Professor at the
Department of Mathematics, Yli Normal University, Shanxi, China. He has been a visiting professor
at many universities in the USA, England, Italy, UK and Mexico. He is an Academician (Member) of
the Polish Academy of Sciences and Foreign Member of the Spanish Royal Academy of Economic and
Financial Sciences.
His research interests include intelligent systems, soft computing, fuzzy logic, decision making, decision
analysis and decision support, database querying, information retrieval, data analysis, data mining, etc.
He is president of the IFSA (International Fuzzy Systems Association) and president of the Polish Society
for Operational and Systems Research. He is fellow of IEEE and IFSA. He received the 2005 IEEE
CIS Fuzzy Pioneer Award for pioneering works on multistage fuzzy control, notable fuzzy dynamic

programming and the Sixth Kaufmann Prize and Gold Medal for pioneering works on the use of fuzzy logic in economy and
management.
His publication record is: 5 books, 30 volumes, 300 papers. He is Editor in chief of 3 Springer’s book series and a co-editor
of one Springer book series, is on the editorial boards of approx. 30 journals and a member of the IPC at more than 200
conferences.

Keynote: Towards a more efficient complex problem solving using human centric type computing paradigms
We start with a brief account of complex decision making problems, and advocate the use of modern approaches to real
world decision making emphasizing the concept of a decision making process that involves more factors and aspects like:
the use of explicit and tacit knowledge, intuition, emotions, individual habitual domains, non-trivial rationality, different
paradigms, etc. We stress the need for computer based decision support systems that should exhibit some ”intelligence”
which is meant in an individual and collective perspective, and give an overview of main types of decision support systems.
We present some new so-called computing paradigms that try to attain a synergy, and bridge the gap between the human
user and computer systems that is mainly caused by the fact that natural language is the only fully natural means of
communication and articulation for a human being but it ”strange” to the computer. We advocate the so-called: human centric
computing, human centered computing, human computing, etc. that can help bridge this gap.
We also point some relations of the proposed approach to the analysis and explanation of decision making and decision
processes, both of a decision analytic and game type, with elements of approaches to decision making based on
neuroeconomics.
Then, we present Zadeh’s paradigm of computing with words (and perceptions) as a tool that may help bring computing
closer to the human being by an explicit use of (quasi)natural language in many phases of computing, problem solving, etc.
We indicate relations between the computing with words and human centric computing paradigms, and indicate - first - that
the former can be viewed as an attempt at providing proper tools to implement the latter, and that both can play a crucial
role in intelligent decision support systems.
We show some implementations of using linguistic data summaries in a business context and show that they can be viewed
as extremely human consistent data mining tools, notably for novice users.
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Prof. Dr.-Ing. Wolfgang Mathis, Leibnitz University of Hannover, Germany
Wolfgang Mathis was born in Celle (Germany) on May 13, 1950. He received the Dipl.-Phys. degree
in 1980 and the Dr.-Ing. degree, (Ph.D.) in electrical engineering in 1984 (TU Braunschweig) and was
granted with the Habilitation Degree. He became a full professor at the Universities of Wuppertal (1990)
and Magdeburg (1996). In 2000 he became a full professor at the Leibniz University Hannover and holds
the chair of Theoretical Electrical Engineering (TET). His research interests include theory of nonlinear
circuits and dynamical systems (incl. noise), RF CMOS circuit analysis and design, parallel computation,
nanoelectronics, quantum computing, analysis and numerics of electromagnetic fields. He is chair of the
IEEE Circuits and Systems Society German chapter since 2001 and became an IEEE senior member
since 1998, received the IEEE Fellow award in 1999 and became He is a member of IEEE, VDE/ITG,
DPG (German Physical Society). Furthermore he is member of the Nordrhein-Westfälische Academy of

Science since 2001 and received the VDE/ITG Award.

Keynote: Oscillatory Circuits and Synchronization in RF Circuit Design
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Prof. Michael C. Mackey, McGill University, Montreal, Quebec, Canada
Prof. Mackey has an undergraduate degree in Mathematics and made his doctorate in Physiology and
Biophysics in Washington. Currently he is a Joseph Morley Drake professor of Physiology and the director
of the Centre for Nonlinear Dynamics in Physiology and Medicine at McGill University in Montreal,
Canada. Before going to McGill University in 1971, Prof. Mackey did research at the National Institutes
of Health (NIH). His current research involves dynamical systems theory applied to physiological systems
including the regulation of cell proliferation and differentiation as well as gene regulatory networks.
Additionally, Prof. Mackey works on problems related to the origins of microscopic irreversibility and
foundational issues inn non-equilibrium statistical mechanics.

Keynote: Using mathematical modeling to understand and treat periodic hematological disease
There are a range of fascinating periodic hematological diseases in humans. These are characterized by oscillations in the
numbers of one or more blood cell types (white blood cells, red blood cells, or platelets) with periods ranging from days to
months. Extensive mathematical modeling efforts over the past 30 years have yielded progressively more detailed models
for the regulation of blood cell production that now allow us, in some instances, to pinpoint the location of the dynamic
defects that lead to there periodic hematological diseases. All of the defects that have been identified have been associated,
in one way or another, with derangements of cellular death mechanisms (apoptosis) and have given rise to supercritical Hopf
bifurcations. In this talk I will discuss three of these: cyclical neutropenia, periodic leukemia, and cyclical thrombocytopenia.
In the case of cyclical neutropenia the mathematical modeling has actually offered insight into how the clinical symptoms
can be brought under control (though not eliminated).
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Dr. Nikolai Rulkov, University of California, San Diego, USA
Nikolai F. Rulkov received the M.S. and Ph.D. degrees, both in physics and mathematics, from the
University of Nizhny Novgorod, Nizhny Novgorod, Russia, in 1983 and 1991, respectively. In 1983,
he joined the Radio Physics Department of the University of Nizhny Novgorod, where he worked as a
Researcher until 1993. He has been with the Institute for Nonlinear Science, University of California,
San Diego, from 1993 through the present. His research interests are in the areas of bifurcation theory,
nonlinear phenomena, theory of synchronization, chaos and applications of nonlinear dynamics in science
and engineering. Starting form 2004 he is with the Information Systems Labs, San Diego, where he works
on a wide spectrum of nonlinear problems in the areas of signal processing, biologically inspired control
systems, biomimetic robotics and modeling of neurobiological networks.

Keynote: Modeling of oscillations and synchronization phenomena in large-scale neuronal networks
Intrinsic neuronal and synaptic properties control the responses of networks of thousands of neurons by creating spatio-
temporal patterns of activities, which are used for muscle control, sensory processing, memory formation and other cognitive
tasks. The modeling of such systems requires single neuron models capable of displaying both realistic response properties
and computational efficiency.
We use difference equations (map-based models) to simulate the individual dynamics of neurons and synapses. Such
phenomenological models can be designed to capture the main intrinsic dynamical properties of specific type of neurons.
This approach allows fast simulation and efficient parametric analysis of networks containing hundreds of thousands of
neurons of different cell types using a conventional workstation.
This paper presents results of the modeling of spatio-temporal behavior of large-scale models of a cortical network, formation
and synchronization of fast oscillations and restructuring of synchronization patterns as a function of parameters of synaptic
interconnections and the intrinsic states of the neurons. The paper also discusses the application of map-based models in the
design of a real-time CPG network model that controls undulatory locomotion of a biomimetic lamprey-based robot.
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Dr. Michael Rosenblum, Potsdam University, Germany
Michael Rosenblum has been a research associate in the Department of Physics, University of Potsdam,
since 1997. His main research interests are synchronization theory, time series analysis, and application
of nonlinear dynamics to biological systems. He was a Humboldt fellow in the Max-Planck research
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Keynote: Self-organized quasiperiodic dynamics in ensembles of nonlinearly coupled oscillators
We briefly discuss synchronization and appearance of collective motion in large ensembles of all-to-all coupled oscillators.
We illustrate the effect by several real world examples and present a theoretical description in the framework of the Kuramoto
model. Next, we present recent results on collective dynamics of populations of nonlinearly coupled oscillators and discuss
a corresponding generalization of the Kuramoto model. In particular, we demonstrate a transition from fully synchronous
periodic oscillations to partially synchronous quasiperiodic dynamics in ensembles of identical oscillators with coupling that
nonlinearly depends on the generalized order parameters. We present an analytically solvable model that predicts a regime
where the mean field does not entrain individual oscillators, but has a frequency incommensurate to theirs. The self-organized
onset of quasiperiodicity is illustrated with Landau-Stuart oscillators, Josephson junction array with a nonlinear coupling,
and ensembles of chaotic Roessler oscillators.
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Singapore. He received his Ph.D. in Industrial and Management Systems Engineering from Arizona State
University, USA. Prior to joining National University of Singapore, he worked as an Industrial Engineer
for Delta Electronics in Taiwan and as a Material System Analyst for Allied-Signal Aerospace in Phoenix,
Arizona, USA. His current research interests focus on applying computational algorithms and techniques
such as chaos analysis, neural networks and simulation modeling to investigate system dynamics and
quality issues in the context of process control and supply chain management. His pioneer works in
pattern recognition on statistical process control charts have been widely cited. He was a recipient of
the 2000 Commonwealth Fellowship Award in the UK and has been involved in a global supply chain
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industry. Brian is a member of the Decision Science Institute (USA), a senior member of the American Society for Quality
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Decisions and chaos in a complex supply chain
A supply chain involves multiple entities encompassing activities of moving goods and adding value from the raw material
state to the final delivery stage. Along the chain, there exist various types of uncertainties, e.g. demand uncertainty, production
uncertainty and delivery uncertainty. Making decisions as to how much and when to replenish, often involves a feedback
process triggering interaction between system entities, which may result in system nonlinearity. A time delay is observed
when there is a lag between when a decision is made and when its effect is felt, which often further complicates the
interaction between entities. Feedback, time delay and interaction are inherent to many processes in a supply chain. Feedback,
time delay and interaction induce variability, instability and complex behaviors that make supply chain management awfully
challenging.
In this talk, I would like to discuss, under various supply chain factors, how decisions concerning inventory replenishment
contribute to the complex dynamics and chaotic behaviors. We are interested in a general class of multi-level supply chains
that can be represented by the well-known beer distribution model. Various supply chain factors are considered, such as
demand pattern, ordering policy, demand-information sharing and lead time, with different options or levels. Simulation
models are developed to observe system dynamics, particularly the inventory across all levels of the supply chain. Using the
Lyapunov exponent, we quantify the degree of system chaos in terms of inventory across all supply chain levels.
The primary purpose of this talk is to share our findings, from a chaos perspective, on (1) how inventory replenishment
decisions may impact a complex supply-chain system; (2) how various supply-chain factors act or interact to affect the
system dynamics which in many cases lead to chaos; and (3) some managerial insights into more effective management of
supply chains.

16



1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

Content

Day One

Poster Session 1 - Application of Nonlinear Dynamics and Synchronization (NDS)
Performing Compression and Encryption Simultaneously using Chaotic Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Kwok-Wo Wong, Ching-Hung Yuen
Neural Networks for Approximating the Cost and Production Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Efthymios G. Tsionas, Panayotis G. Michaelides, Angelos T. Vouldis
Implementation of One Dimensional CNN array on FPGA, Based-on Verilog HDL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Alireza Fasih, Jean Chedjou, Kyandoghere Kyamakya
Clustering In VANETs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Sadaf Momeni, Mahmood Fathy
Performance Comparison of Band-limited Baseband Synchronous CDMA Using between Walsh-Hadamard Sequence
and ICA Sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Ryo Takahashi, Ken Umeno
Evaluation of nonlinear system behaviors in Military Supply chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

S.K. Bhagavatula, J.C. Chedjou, K.R. Anne, K. Kyamakya
A Periodical Time-Variable Effect in OFDM Systems with Aliasing and a Sampling Frequency Offset . . . . . . . . . . . . . . . . . . 52

Ilias Trachanas, Norbert J. Fliege
Anticipation and Delocalization in Cellular Models of Pedestrian Traffic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Alexander Makarenko, Dmitry Krushinsky, Boris Goldengorin
Modeling of a Three-echelon Supply Chain: Stability analysis and synchronization issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

K.R. Anne, J.C. Chedjou, S.K. Bhagavatula, K. Kyamakya
A Stable Path Selection Algorithm for Protecting Optical Networks using OBGP Backup Routing . . . . . . . . . . . . . . . . . . . . . . 72

Wen-Fong Wang, Lih-Chyau Wuu
Component-based Face Detection in Colour Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Jamal Ahmad Dargham, Ali Chekima

Parallel Session P1 - Nonlinear Dynamics in Supply Chains and Economy
Non-Linear Dynamics in a Small-Open-Economy Model in the Euro Area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Panayotis G. Michaelides, Angelos T. Vouldis
Self-organized optimization and synchronization of material flow networks with decentralized control . . . . . . . . . . . . . . . . . . . 87

Reik Donner, Stefan Lämmer, Dirk Helbing
Multiple-Model Seismic Structural Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Alexandar Ichtev, Svetla Radeva

Parallel Session P2 - Applications of NDS in Technical Systems - 1
Self-Organising Sync in a Robotic Swarm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

Vito Trianni, Stefano Nolfi
Adaptive frequency oscillators and applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Ludovic Righetti, Jonas Buchli, Auke Jan Ijspeert
Controlling EMI with A Chaotic Peak Current-mode Boost Converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

H. Li, Z. Li, W.A. Halang, Juan Gonzalo Barajas Ramirez
Application of Asynchronous Channels Method to the W-CDMA Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

Etsushi Nameda, Hideaki Terai, Minghui Kao, Ken Umeno

17



1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

Day Two

Poster Session 2 - Theory of NDS
Recursive Backstepping for Synchronization of Chaotic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

Ashraf A. Zaher
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Abstract—An algorithm for performing compression and 

encryption simultaneously using a chaotic map is proposed. 

The look-up table used for encryption is determined adaptively 

by the probability of occurrence of plaintext symbols. As a 

result, more probable symbols will have a higher chance to be 

visited by the chaotic search trajectory. The required number 

of iterations is small and can be represented by a short code. 

The compression capability is thus achieved. Simulation results 

show that the compression performance on standard test data 

and image files is satisfactory while the security is not 

compromised. Therefore, our scheme can be applied for 

lossless data and lossy image compression.  

Keywords— chaos, cryptography, compression, encoding 

I.INTRODUCTION 

n recent years, the size of multimedia files as well as the 
need for the secure transmission of confidential data over 
public networks keeps rising. This leads to a growing 

interest in the investigation of joint operation of 
compression and encryption on the same set of data, i.e., 
perform these two operations simultaneously, instead of 
separately. There are in general two different research 
directions in this area, to embed encryption into 
compression algorithms or to incorporate compression in 
cryptographic schemes.  

It is natural to embed encryption in entropy coding such 
as arithmetic coding and Huffman coding since both 
cryptographic ciphers and entropy coders bear certain 
resemblance in the sense of secrecy. An entropy coder is 
easy to be turned to a cipher by using a secret key to govern 
the statistical model used in coding. The decoder can track 
the changes in the statistical model and produces the correct 
output only if the secret key is available. 

The work of embedding encryption into arithmetic coding 
mainly focused on the control of interval allocation using a 
secret key. In [1], an arithmetic coding scheme with the 
functions of encryption, data compression and error 
detection was proposed. Another scheme utilizes a 
randomized arithmetic coding paradigm based on key-
controlled interval swapping [2]. There was also a 
suggestion to combine binary arithmetic coding with 
encryption [3]. By incorporating permutation at the input 
and output of the encoder, the same research group has 
recently proposed a modified arithmetic coding scheme with 
a higher security but negligible coding efficiency penalty 
[4]. Besides arithmetic coding, other entropy coding 
schemes such as Huffman coding can also be used for 
embedding encryption. In [5], a scheme based on multiple 

Huffman tables was proposed. However, it was lately found 
that this approach suffers from the chosen-plaintext attack if 
the Huffman tables are not selected properly [6]. 

There are some reports on the use of chaos in the joint 
operation of compression and encryption. In [7], a chaos-
based adaptive arithmetic coding technique was proposed. 
The arithmetic coder’s statistical model is made varying in 
nature according to a pseudo-random bitstream generated by 
coupled chaotic systems. A similar idea was reported in [8] 
that the mapping intervals of the arithmetic coder are 
changed irregularly using a keystream generated from both 
the chaotic logistic map and the plaintext. A chaotic stream 
cipher for the selective encryption of video streams was 
proposed recently [9]. Among all the data in the video 
stream, only the encoded discrete cosine transform (DCT) 
coefficients and the sign of the motion vector are encrypted 
by masking them with a pseudo-random bit sequence 
generated by two piecewise linear chaotic maps. While all 
these papers [7-9] utilize chaos in their schemes, they are 
actually not based on the architecture of chaotic systems, but 
rather built on the framework of compression such as 
entropy coding or transform coding. Chaotic systems only 
play the role of pseudo-random bitstream generators there. 

In this paper, an approach for embedding compression in 
the Baptista-type chaotic cryptosystem [10] is proposed. It 
roots on the architecture of chaotic cryptosystems rather 
than the compression framework. The look-up table used for 
encryption is determined adaptively by the probability of 
occurrence of plaintext symbols. As a result, more probable 
symbols will have a higher chance to be visited by the 
chaotic search trajectory. The required number of iterations 
is thus small and so can be represented by a short code. 
Simulation results verify that the proposed scheme can 
compress standard test files to a satisfactory degree while 
performing the encryption. Moreover, our scheme ensures 
that the ciphertext is not longer than the plaintext. 

The rest of this paper is organized as follows. In next 
section, the Baptista-type chaotic cryptosystem is reviewed. 
Our approach for embedding compression in this class of 
chaotic cryptosystem is described in Section III. Simulation 
results and analyses can be found in Section IV. In the last 
section, conclusions will be drawn. 

II.BAPTISTA-TYPE CHAOTIC CRYPTOSYSTEM 

Simple one-dimensional chaotic maps such as the logistic 
map and the tent map are usually employed for data and 
document encryption. A typical chaos-based cryptographic 
scheme was proposed by Baptista [10]. The phase space of 
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the logistic map is divided into a number of equal-width 
partitions, each maps to a possible plaintext symbol 
uniquely. A secret chaotic trajectory generated from the 
key-dependent chaotic map parameters and initial condition 
is utilized to search for the partition mapped to the plaintext 
symbol being encrypted. The length of the searching 
trajectory is equal to the number of iterations of the logistic 
map, which is then taken as the ciphertext. In other words, 
the partitioned phase space together with the corresponding 
plaintext mapping can be considered as a look-up table or a 
codebook for encryption. In the decryption process, the 
same secret chaotic search trajectory is re-generated and the 
correct plaintext symbols are recovered only if the same 
secret key and the look-up table are available.  

There are some variants of the Baptista-type chaotic 
cryptosystem. Wong et al modified it to obtain a flatter 
ciphertext distribution [11]. A dynamic look-up table 
version was proposed so that the mapping between the 
phase space partitions and the plaintext symbols keeps 
changing for different plaintext blocks [12]. As the look-up 
table is updated dynamically according to the order of 
appearance of plaintext symbols, it is plaintext dependent 
and can be considered as a hash or message authentication 
code (MAC) of the plaintext sequence [13]. In [14], the 
Baptista-type chaotic cryptographic scheme was further 
analyzed in detail.  

Like other cryptographic schemes, attempts to crack the 

original Baptista-type chaotic cryptosystem and its variants 

were made [15, 16]. The causes of vulnerability were 

investigated and remedial operations were suggested [17-

19]. 

The Baptista-type chaotic cryptosystem suffers from the 
problem of long ciphertext which is usually about 1.5 to 
twice the plaintext length [10, 17]. A short-ciphertext 
variant was suggested in [20] so that the ciphertext is only 
slightly longer than the plaintext by a short header. 
Nevertheless, it is believed that the ciphertext cannot be 
shorter than the plaintext for this type of cryptosystems. In 
the next section, an algorithm for incorporating compression 
in Baptista-type chaotic cryptosystems is proposed for 
lossless and lossy compression. 

III.THE PROPOSED APPROACH 

The proposed approach of performing compression and 

encryption simultaneously can be applied in three different 

areas, namely, lossless data compression using zero-order 

and first-order plaintext entropy, and also lossy image 

compression. 

A. Lossless Data Compression using Zero-order Entropy 

In this approach, the dynamic look-up table is built 
adaptively using the plaintext zero-order entropy. By doing 
so, certain compression capability is achieved along with 
encryption while the security is not compromised. 

First, the whole plaintext sequence is scanned once to find 
out the probability of occurrence of each plaintext symbol. 
The phase space of the chaotic map is divided into a number 
of fixed-width partitions and the number of partitions 
mapped to a particular symbol is proportional to its 
probability of occurrence. As an example, suppose that there 
are only 4 possible plaintext symbols (A, B, C, D) with 

probability of occurrence 0.5, 0.25, 0.125, and 0.125, 
respectively. If the phase space (0,1) is divided into 256 
partitions, then 128 of them should map to symbol A, 64 to 
symbol B, 32 to symbol C, and finally 32 to symbol D, as 
shown in Fig. 1. It should be noticed that the partitions 
mapped to the same symbol are not necessarily at adjacent 
positions. 

 

 

 

 

 

 

 

 Fig. 1 Mapping of plaintext symbols to partitions in the 
phase space of the chaotic map. 

The advantage of having more partitions for more 
probable symbols is that the chance for the chaotic 
trajectory to land on those partitions is also higher. As a 
result, the required number of iterations is smaller and fewer 
bits are used to encode it. For example, if each plaintext 
symbol is represented by a byte and the chaotic search 
trajectory usually lands on the target partition corresponding 
to that symbol within 16 iterations. Then a maximum of 4 
bits are required for encoding and the ciphertext for that 
symbol is equal to or shorter than half of the plaintext 
symbol length. This leads to the compression capability. 

While the number of iterations for more probable symbols 

is small, it can be very large for less probable symbols since 

there are only one or a few partitions mapped to them. 

Therefore we cannot include all the plaintext symbols in the 

mapping table, but can only choose a limited number of 

more probable ones. Less probable symbols not found in the 

mapping table are encrypted by masking them with a 

pseudo-random bitstream also generated by the chaotic map. 

As a result, the proposed compression and encryption 

scheme can be considered as a hybrid one: more probable 

symbols are encrypted by searching in the dynamic look-up 

table like block ciphers while less probable ones are masked 

by a pseudo-random bitstream as performed in stream 

ciphers. A special symbol is required to distinguish between 

these two modes and it causes certain overhead to the 

ciphertext. If this overhead exceeds the gain from 

encrypting more probable symbols, the ciphertext will 

become longer than the plaintext. In this case, the whole 

plaintext sequence will be encrypted solely by masking so 

as to ensure that the ciphertext is not longer than the 

plaintext. 

B. Lossless Data Compression using First-order Entropy 

Besides using the zero-order entropy of the plaintext, 

the first-order one can also be utilized. This means that the a 

priori information of the relationship between consecutive 

plaintext symbols is used to build the look-up table 

adaptively. By doing so, the chance for the chaotic 

trajectory to fall into the target partitions increases. The 

number of iterations required is then small and can be 

encoded by a short code.  
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Suppose that there are a total of S possible symbols in 

the plaintext sequence. For each symbol, scan the whole 

plaintext sequence to find out all the symbols immediately 

after it. Then sort them in descending order according to 

their number of occurrence and select the top K symbols 

only. As a result, each symbol si has its own set Ni = {ni1, ni2, 

ni3, …, niK} of more probable next symbols, where i=1, 2, 

…, S. The storage requirement could be very large if the 

number of occurrence of these K more probable next 

symbols is stored for each symbol. Therefore the average is 

taken instead so that all the symbols share the same model 

of probability of occurrence of next symbols, P={p1, p2, … 

pK} where pj is a byte value given by Eq. (1). 
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where u(nij) is the number of occurrence of next symbol 

nij. 

Encrypt the plaintext sequentially by finding the 

previous symbol and then use the corresponding set Ni. 

For the first plaintext symbol, there is no previous 

symbol and so we arbitrarily choose it as 0. Divide the 

phase space of the chaotic map into M equal-width 

partitions, with M > K. Starting from ni1, map the K more 

probable next symbols to the M partitions randomly 

according to criterion given by Eq. (2), until all the 

partitions are mapped. 
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where v(nij) is the number of partitions mapped to nij. 

C. Lossy Image Compression 

For lossless joint compression and encryption, the 
reconstructed plaintext must be identical to the original one. 
No error or tolerance is allowed. However, for the lossy 
counterpart, certain amount of error or tolerance is allowed. 
This means that we don’t need to find out the exactly 
matched symbol in the codebook. A nearby one is still 
acceptable. Under the framework of lossless joint 
compression and encryption mentioned above, this tolerance 
relaxes the restriction for the chaotic search trajectory to 
land on the partition exactly mapped to the symbol to be 
encoded. In fact, a single partition can be mapped to a group 
of symbols close to each other. If there is overlapping in the 
grouping of symbols, a particular symbol may belong to 
more than one group and the chance of getting the chaotic 
search orbit to land on the target partitions is higher. The 
corresponding number of iterations is fewer and the 
compression ratio is improved. In the decoding process, 
each partition maps to the mean value of the group of 
symbols, which is then used to represent all the symbols 
belonging to this group, similar to the principle of vector 
quantization. 

There is another implementation of this relaxation. 
Instead of having multiple symbols mapped to a single 
partition, each partition is mapped to one symbol only. 
However, there is tolerance on the requirement of matching. 
For example, if the plaintext symbol is 97 and the chosen 
tolerance limit is 5, the chaotic trajectory landed on any one 
of the partitions mapped to symbols within the range of 92 
to 102 is said to have hit the target. Again, the 
corresponding number of iterations is fewer and the 
compression ratio is raised. 

IV.SIMULATION RESULTS 

To implement the proposed algorithm for joint operation 

of compression and encryption, the logistic map given by 

Eq. (3) is chosen as the chaotic map.  

   )1(1 nnn xbxx −=
+

                                                    (3) 

The gain b is selected as 3.999999991 while the initial 

condition x0 is 0.3388. The plaintext symbols are read in 

bytes and the chaotic map phase space is divided into 256 

equal-width partitions. The maximum number of iterations 

for the search mode is chosen as 15. The proposed algorithm 

is implemented in C++ programming language running on a 

personal computer with an Intel Core2 2.13GHz processor 

and 1GB memory. The following data are collected. 

To test the compression capability of the proposed 

scheme, the standard files from the Calgary Corpus are used 

[21]. There are 18 distinct files of different types, including 

text, executable, geophysical data and picture. Two 

simulation configurations are chosen for zero-order entropy. 

The first one is that only 16 more probable plaintext 

symbols are selected and they are all mapped to one table. In 

the second case, 128 more probable plaintext symbols are 

chosen and they are distributed to 16 tables, each has 8 

symbols. The ciphertext-to-plaintext ratio (R) calculated by 

Eq. (4) is listed in Table 1. 

   %100
LengthPlaintext

LengthCiphertext
×=R                                      (4) 

 

TABLE 1: CIPHERTEXT-TO-PLAINTEXT RATIO OF THE CALGARY CORPUS 

FILES USING ZERO-ORDER ENTROPY. 

File 1 map, 16 symbols 16 maps,  8 symbols each 

pic 32.88% 31.43% 

book1 83.36% 71.09% 

paper2 83.95% 72.19% 

paper3 84.30% 73.54% 

paper4 84.27% 73.97% 

progl 86.00% 74.82% 

book2 85.05% 75.43% 

paper5 86.30% 77.50% 

progp 85.63% 77.73% 

paper1 86.88% 78.38% 

paper6 87.12% 78.81% 

news 87.97% 81.73% 

progc 88.74% 82.15% 

bib 89.07% 82.34% 

geo 83.98% 85.22% 

trans 93.25% 86.98% 

obj1 88.60% 89.62% 

obj2 92.85% 94.03% 
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Table 1 shows that all files can be compressed using the 
two configurations. However, the compression performance 
of the second configuration (16 maps, 8 symbols each) is 
better for most of the files. The image file (pic) is the easiest 
to compress due to the redundancy of image pixels. The 
corresponding ciphertext length is about one-third the 
plaintext length. The executable files (obj1 and obj2) are the 
most difficult to compress as the distribution of plaintext 
symbols is comparatively uniform. The corresponding 
ciphertext sequences are only about 10% shorter than the 
plaintext ones.  

The compression performance using first-order entropy 
can be found in Table 2. Eight next symbols, i.e., K=8, are 
selected. The data in the bracket of the rightmost column are 
the ratio when the necessary secret parameters are included 
as a header of the ciphertext. All the values are below 100% 
which imply that all the files can be compressed. The 
performance is the best for the pic file that the ciphertext 
length is only about one-third of the plaintext, due to the 
high redundancy in the picture. 

TABLE 2: CIPHERTEXT-TO-PLAINTEXT RATIO OF THE CALGARY CORPUS 

FILES USING FIRST-ORDER ENTROPY. 

File Size (byte) Ciphertext-to-plaintext ratio (With Header) 

pic 513,216 31.67% (32.11%) 

progp 49,379 68.31% (72.87%) 

progl 71,646 69.49% (72.63%) 

paper4 13,286 71.90% (88.76%) 

paper5 11,954 72.08% (90.84%) 

paper2 82,199 72.20% (74.94%) 

trans 93,695 72.23% (74.64%) 

obj1 21,504 72.71% (83.16%) 

bib 111,261 72.81% (74.84%) 

paper3 46,526 72.85% (77.68%) 

progc 39,611 73.39% (79.08%) 

paper6 38,105 73.49% (79.39%) 

book1 768,771 73.50% (73.79%) 

paper1 53,161 74.07% (78.30%) 

book2 610,856 74.68% (75.05%) 

obj2 246,814 74.74% (75.65%) 

news 377,109 78.63% (79.23%) 

geo 102,400 79.27% (81.47%) 

The performance of our algorithm for lossy image 
compression is tested using eight standard 512 x 512 gray-
scale images in bitmap format. The tolerance limit of the 
pixel value is set to 20. The ciphertext-to-plaintext ratio can 
be found in Table 3. It ranges from around 25% to 43% 
which shows that the compression performance is 
satisfactory. The corresponding peak signal-to-noise ratio 
(PSNR) of the reconstructed image is around 30dB. 

TABLE 3: CIPHERTEXT-TO-PLAINTEXT RATIO OF LOSSY IMAGE 

COMPRESSION. 

Image 
Original Size 

(byte) 

Ciphertext-to-plaintext ratio 

(With Header) 

goldhill 262,144 24.80%  (25.66%) 

lena 262,144 25.65%  (26.51%) 

sailboat 262,144 27.18%  (28.04%) 

peppers 262,144 28.63%  (29.49%) 

frog512 262,144 31.48%  (32.34%) 

aerial 262,144 35.57%  (36.43%) 

barb 262,144 40.17%  (41.03%) 

baboon 262,144 41.91%  (42.77%) 

To evaluate the key sensitivity, encryptions using the 

all-mask mode for first-order entropy were performed by 

introducing a very small change in one of the secret 

parameters. Then the resultant ciphertext sequence is 

compared with the original one bit-by-bit and the 

percentage of bit change is calculated. For parameters b 

and x0, the 15
th

 digit after decimal point is changed from 

0 to 1. For c-1, the least significant bit (bit 0) is toggled 

from 0 to 1. The measured bit change percentages are 

49.97%, 50.03% and 49.99% for b, x0 and c-1, 

respectively. All the data are close to 50% which indicate 

that the ciphertext is very sensitive to the key. 

To measure the plaintext sensitivity, a bit is changed at 

different positions of the plaintext sequence while the key 

remains unchanged. The two resultant ciphertext 

sequences are compared bit-by-bit and the percentage of 

bit change is calculated. The results are 50.00% (bit 

change at the beginning of plaintext), 50.03% (middle) 

and 49.98% (end), respectively. They are all close to 

50%, which imply that the ciphertext is very sensitive to 

the plaintext. 
The randomness of the binary mask sequence is 

confirmed by the statistical test suite recommended by the 
U.S. National Institute of Standards and Technology (NIST) 
[22]. Ten sequences, each of 1,000,000 bits, are extracted 
for testing and they all pass the statistical tests including 
frequency, block-frequency, cumulative-sums, runs, longest-
run, rank, and FFT. 

V. CONCLUSION 

 An algorithm for the simultaneous compression and 

encryption using chaotic maps has been proposed. It can be 

applied to lossless data compression as well as lossy image 

compression. The effectiveness of the proposed scheme is 

confirmed by the satisfactory ciphertext-to-plaintext ratio 

using standard data and image files. Simulation results 

verify that the ciphertext is very sensitive to a tiny change in 

the key or the plaintext and so the security is maintained. 
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Abstract— Most business decisions depend on accurate 

approximations to the cost and production functions. 
Traditionally, the estimation of cost and production functions in 
economics relies on standard specifications which are less than 
satisfactory in numerous situations. However, instead of fitting 
the data with a pre-specified model, Artificial Neural Networks 
let the data itself serve as evidence to support the model’s 
estimation of the underlying process. In this context, the 
proposed approach combines the strengths of economics, 
statistics and machine learning research and the paper proposes 
a global approximation to arbitrary cost and production 
functions, respectively, given by ANNs. Suggestions on 
implementation are proposed and empirical application relies on 
standard techniques. All relevant measures such as scale 
economies and total factor productivity may be computed 
routinely. 

Keywords— Neural networks, Econometrics, Production and 
Cost Functions, RTS, TFP. 

I. INTRODUCTION  
Business decisions often depend on accurate 

approximations and analyses of the cost and production 
functions [1]. Commonly used specifications such as the 
Cobb-Douglas or the Translog are intuitively appealing and 
computationally straightforward. However, they are often less 
than satisfactory because they attempt to explain the complex 
variation in cost or production with a quite simple 
mathematical function despite the fact the real – world data 
are much more complicated. As a result their explanatory 
power is quite low. On the contrary, the nonparametric feature 
of Artificial Neural Networks (ANNs) makes them quite 
flexible and attractive in modelling economic phenomena 
where the theoretical relationship is not known a priory [2].  

Consequently, instead of fitting the data with a pre-
specified model, ANNs let the data itself serve as evidence to 
support (or reject) the model’s estimation of the underlying 
process [2]. ANNs have found numerous applications in 
financial modelling [3]-[9]. However, with the exception of 

very few papers ([1], [10]) no systematic research on pure 
economic modelling using ANNs has been done.  

This paper focuses on scholars and researchers in applied 
mathematics and attempts to combine tools from the statistical 
community with neural network technology. It proposes new 
flexible cost and production functions, respectively, which are 
based on ANNs allowing for multiple outputs. Contrary to 
widely used local approximations like the Translog [11], the 
generalized Leontief [12] or the symmetric McFadden form 
[13] the proposed flexible functions are global approximations 
to the unknown functions. The Fourier flexible form [14], [15] 
is also a global approximation but it requires an excessive 
number of parameters. The neural functions provide a better 
approximation using considerably less parameters [16]. 

II. ELEMENTS OF NEURAL NETWORKS 
Neural networks are “data-driven, self-adaptive nonlinear 

methods that do not require specific assumptions about the 
underlying model” [2]. By combining simple units with 
multiple intermediate nodes, ANNs can approximate any 
smooth nonlinearity [17]. As demonstrated in Hornik et al. 
[18], [19], they have the ability to approximate arbitrarily well 
a large class of functions while keeping the number of free 
parameters to a minimum. 

In mathematical terms, ANNs are collections of transfer 
functions that relate an output variable Y  to certain input 
variables 1' [ , ..., ]nX X X= . The input variables are 
combined linearly to form m  intermediate variables 

1, ..., mZ Z  where 

 , 1, ...,i iZ X i mb¢= =  (1)  

where n
i Rb Î  are parameter vectors. The intermediate 

variables are combined nonlinearly to produce Y :  
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1

( )
m

i i
i

Y Za f
=

= å   (2) 

where f  is an activation function, the ia ’s are parameters and 
m  is the number of intermediate nodes [20].  For various 
activation functions see, for instance, [21]. 

III. THE COST FUNCTION 
In economics, the cost function is a function of input 

prices and output quantity and its value expresses the cost of 
producing that output given the input prices. Let 

np RÎ denote a price vector corresponding to n  factors of 
production, and Jy R+Î  the output vector. The neural cost 
function has the form: 

0
1

ln ( , ) (ln ln ) ln
m

k k k
k

C p y p y pa a f b g q
=

= + × + × + ×å   (3) 

where ( , )C p y  is the cost function, 
, ,n J

k k ka R R Rb gÎ Î Î and nRq Î  are parameters, and m  
is the number of intermediate nodes. For vectors a  andb , 
a b×  denotes the inner product. 
      Factor share equations are derived by (3) via formal 
differentiation with respect to prices using Shephard’s lemma 
[22]: 

                                             

 
1

ln ( , )( , ) (ln ln )
ln

m

i k ki k k i
ki

C p yw p y p y
p

a b f b g q
=

¶ ¢= = × + × +
¶ å ,  

 1, ...,i n=                          (4) 

In order for (3) to represent a proper cost function, ( , )C p y  
must be concave in p, which is expressed by the condition that 
the Hessian matrix ( )2D C p  is negative semidefinite for 
every np R+Î . Concavity is, traditionally, not imposed a priori 
but checked a posteriori.  

A. Returns to Scale 
In econometric studies, returns to scale describe what 

happens as the scale of production increases. Returns to scale 
refers to a technical property of production that examines 
changes in output subsequent to a proportional change in all 
inputs. If output increases by the same proportional change 
then there are constant returns to scale (CRTS). If output 
increases by less than that proportional change, there are 
decreasing returns to scale (DRS). If output increases by more 
than that proportion, there are increasing returns to scale 
(IRS) [23]. 

The neural cost function does not place a priori restrictions 
on the behavior of returns to scale like other functional forms. 

It is known that if ln ( , ) 1
ln

C p y
y

¶ <
¶

 ( 1³ ) the production 

technology is characterized by increasing (non-increasing) 
returns to scale. For the neural cost function: 

 
1 1 1

ln ( , ) (ln ln )
ln

J J n

k ki k k
i i ki

C p yRTS p y
y

a g f b g
= = =

¶ ¢= = × + ×
¶å å å  (5)   

B. Total Factor Productivity 
In economics, growth in total-factor productivity (TFP) 

represents output growth not accounted for by the growth in 
inputs [23] and presumably changes over time. It is 
traditionally used as a proxy for technical change.    

If we modify (3) to include time ( )t  as an index of 
technical change, we have: 

                                              

0
1

ln ( , ) (ln ln ) ln
m

k k k k
k

C p y p y t pa a f b g d q
=

= + × + × + + ×å
(6) 

Therefore: 

 
1

ln ( , ) (ln ln )
m

k k k k k
k

C p y p y t
t

a d f b g d
=

¶ ¢= × + × +
¶ å  (7) 

By definition, total factor productivity measure is given 

by ln yT FP
t

¶=
¶

. Since: ln ( , ) /
ln ( , ) / ln

C p y tT FP
C p y y

¶ ¶=
¶ ¶

 it 

follows that: 

                                                      

1

1

(ln ln )

'(ln ln )

m

k k k k k
k
m

k k k k k
k

p y t
T FP

p y t

a d f b g d

a g f b g d
=

=

¢ × + +
=

× + +

å

å
                       (8) 

Apparently, TFP as derived from the neural cost function 

is a weighted average of coefficients k

k

d
g

. The weights are 

normalized first-order derivatives of the activation functions 
at the different nodes of the neural network. 

C. Model Building  
Empirical estimation is based on the cost function and the 

system of share equations. The system is highly nonlinear in 
the parameters. Although the system is nonlinear in terms of 
the parameters kb  and kg  the neural cost function’s global 
approximation properties do not depend on this nonlinearity. 
As has been shown in [16], one may select the nonlinear 
parameters by a random search procedure, fix their values at 
the outcome of the random search, and estimate the linear 
parameters by the usual econometric methods. This will not 

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

25



affect the global approximation properties of the network. The 
weights are estimated and refit from scratch instead of being 
updated from previous data with a learning algorithm [18]. A 
modification of the Stinchcombe and White [16], procedure 
has to be followed here, because we have a system of 
equations instead of a single equation. The procedure is as 
follows: 

Step 1: Let ( )i
kb  and ( )i

kg  ( 1, .., )k m=  be drawn from a 
uniform distribution. 

Step 2: Given these parameters, estimate ka  ( 1, .., )k m=  
and q  by least squares applied to the cost function:  

1

ln ( , ) (ln ln ) ln
m

t t k t k k t t t
k

C p y p y p voa a f b g q
=

= + × + + × +å , 1, ..,t T=

 (9) 

where T  denotes the number of observations, tp  the 
vector of factor prices of date t , and ty  the output level of 
date t. 

Step 3: Compute the residual sum of 
squares ( ) ( ) ( )( , )i i iSSR SSR b gº . Repeat for 1, ..,i I=  and 
select the values b  and g  that yield the minimum value of 

( )iSSR . 
Step 4: Estimate the following system of equations: 

                                  

,
1

ln ( , ) (ln ln ) ln
m

t t k t k k t t o t
k

C p y p y p eoa a f b g q
=

= + × + + × +å      (10a)  

                                     

,
1

(ln ln )
m

it k ki t k k t i i t
k

w p y ea b f b g q
=

¢= × + + +å , 1, .., 1i n= -  

(10b) 

where 0 1 1,[ , , ..., ]t t t n te e e e - ¢º  is a vector random variable, 
distributed as i.i.d. (0, )N S  where Σ  is a covariance matrix. 
System (10a) and (10b) is linear in the parameters 
[ , ] n mRa q +Î  and can be estimated using standard, iterative 
seemingly unrelated regressions equations technique (SURE) 
[25]. This is feasible even for extremely large systems. 

 

IV. THE PRODUCTION FUNCTION 
Let nx RÎ denote an input vector corresponding to n  

factors of production, and JR+ÎΥ  the output vector. The 
neural production function, for each output, has the form: 

                                     

0
1

ln ( ) ( ln ) ln
im

i i ki i ki i
k

Y x a x xa f b q
=

= + × + ×å
1,..., 1i J= -    (11)  

where ( )iY x  is the production function of output i, 
, ,n n

ki ki ia R R Rb qÎ Î Î  are parameters and im  is the 
number of intermediate nodes. For the last output J the 
equation governing its production process has the following 
form: 

                      

0
1

ln ( ) ( ln ) ln ln
Jm

J J kJ J kJ
k

Y x a x Y xa f b g x
=

= + × + × + ×å
(12) 

where ,J nR Rg xÎ Î  are parameters, and Jm  is the 
number of intermediate nodes for output J. 
       In addition, for (11) to represent a proper production 
function ( )iY x must be increasing in x and ( )JY x decreasing 
inY . Also, quasi-concavity of ( )iY x  and ( )JY x  is implied by 
economic theory. These assumptions are not imposed a priori 
but rather checked a posteriori. Finally, ( )JY x  must be 
homogeneous of degree one, a fact which places parametric 
restrictions on the production function. More precisely, 
homogeneity of degree one implies: 

 
1

0
J

j
j

g
=

=å   (13) 

A. Returns to Scale 
         As we have seen, returns to scale (RTS) describe what 
happens as the scale of production increases. The neural 
production function does not place a priori restrictions on the 
behavior of returns to scale. It is know that typically the RTS 
are equal to the sum of the output elasticities of the various 
inputs. Let je denote the elasticity of output with respect to 

factor x j : 

 ( ) ln ( ) , 1, ...,
( ) ln

jj

j j

xx Y x j n
x Y x x

e ¶ U ¶= × = =
¶ ¶

  (14) 

where nx RÎ denotes the input vector corresponding to n  
factors of production.  

Therefore, for the neural production function RTS for each 
output are equal to: 

 
1

ln ( ), 1, ..., 1
ln

n
i i

j j

Y xRT S i J
x=

¶= = -
¶å   (15) 

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

26



Consequently: 

1 1 1

(ln ) ,
imn n

i
kj ki i ki q

j k q

RTS a xb f b q
= = =

¢= × +å å å 1,..., 1, 1,...,i J j n= - =

  (16) 

For the last output J, we have: 

1 1

(ln )
Jmn

J
jkJ kJ J kJ

j k

RT S a xb f b
= =

¢= ×å å + 

 
1

1 1 1 1

( (ln ))
i

q

mJ n n

i kj ki i ki
i j k q

a xg b f b x
-

= = = =

¢ × +å å å å         (17) 

B. Total Factor Productivity  
      If we modify (11) to include time ( )t  as an index of 
technical change, we have: 

0
1

ln ( ) ( ln ) ln
im

it i ki i ki ki i
k

Y x a x t xa f b d q
=

= + × + + ×å   

 1, . . . , 1i J= -  (18) 

         By definition Total Factor Productivity (TFP) measure, 
for each output, is given by: 

 ln ( )it
it

Y xT FP
t

¶=
¶

 (19) 

Therefore, it follows that:  

1

(ln ), 1, ..., 1
im

it ki ki i ki ki
k

T FP a x t i Jd f b d
=

¢= × + = -å  (20) 

For the last output J, we have: 

 
1

(ln )
Jm

Jt kJ kJ J kJ kJ
k

T FP a x td f b d
=

¢= × + +å   

                      
1

1 1

( (ln ))
imJ

i ki ki i ki ki
i k

x tg d a f b d
-

= =

¢ × +å å           (21) 

 
We can see that TFP depends on time and inputs. 

C. Model Building  
Similarly to the cost function, estimation is based on the 

system of production functions (11) – (12). The system is 
highly nonlinear in the parameters. The procedure is, 
practically, the same as earlier: 

Step 1: Let ( )i
kb be drawn from a uniform distribution. 

Step 2: Given these parameters, estimate ( )i
ka , ( )i

kg , θ ( )i and      
ξ ( )i  by means of the system: 

                           

0 ,
1

ln ( ) (ln ) ln
im

it t i ki i t ki t i i t
k

Y x a x x ea f b q
=

= + × + × +å  

(22a)  

0
1

ln ( ) (ln ) ln
Jm

J t J kJ J t kJ t
k

Y x a x ya f b g
=

= + × + ×å
,ln t J tx ex+ × +    1, . . . , 1i J= -             

(22b) 

where tx  denotes the vector of inputs of date t , ty  the 
output levels of date t, 0 1 ,[ , , ..., ]t t t J te e e e ¢º  is a vector 
random variable, distributed as i.i.d. (0, )N S , S  is a 
covariance matrix. The system of equations (22a) and (22b) is 
linear in the parameters ( )i

ka , ( )i
kg , ( )iθ and ( )iξ and can be 

estimated using standard, iterative SURE. This is feasible 
even for extremely large systems. 

Step 3: Compute the determinant of the covariance matrix 
( )det det ( )i bS º S . Repeat for 1, ..,i I=  and select the 

values b  that yield the minimum value of ( )det iS . 

Step 4 : For b  that yield the minimum value of ( )det iS  
re-estimate the system and keep the estimated values for 
parameters ( )i

ka , ( )i
kg , ( )iθ  and ( )iξ .  

V. MODEL SELECTION 
Although it has been demonstrated that ANNs can 

approximate any nonlinear function with arbitrary accuracy, 
no accepted guideline exists in choosing the appropriate 
model for empirical applications [2]. Consequently, the 
number of nodes m could be selected using one of the 
following methods: (a) the 2

adjR  criterion, (b) Schwartz’s 
criterion [25] or (c) Akaike’s criterion [26].  

2R  is a statistical measure of how well the estimated line 
approximates the real data point and a value equal to 1 
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indicates perfect fit to the data. In this framework, 2
adjR is a 

modification of 2R  that adjusts for the number of explanatory 
terms in a model, i.e. the number of independent variables and 
the number of data points. According to this very popular 
criterion in model selection one should select the number of 
nodes that maximizes the 2

adjR . When 2
adjR finds a global 

maximum one should stop adding explanatory terms [18]. 
According to the Bayesian Information Criterion or the so- 

called Schwartz’s criterion [25], one should select the number 
of nodes that minimizes the BIC which is defined as: 

 2 ln( ) ln( )BIC L k n= - +  (23) 

where n is the number of observations, k is the number of 
free parameters to be estimated and L is the maximized value 
of the likelihood function for the estimated model. The BIC 
minimizing model keeps a balance between bias and variance, 
in that additional complexity must be justified by a 
correspondingly large improvement in fit. BIC has been 
shown to be statistically consistent [18]. 

According to Akaike [26], one should determine the 
number of nodes that minimizes the AIC criterion defined as: 

 2 2 ln( )A IC k L= -   (24) 

where k is the number of free parameters to be estimated 
and L is the maximized value of the likelihood function for 
the estimated model. The AIC rewards the goodness of fit but 
also includes a penalty that is an increasing function of the 
number of parameters.  

Finally, it should be noted that the algorithm for randomly 
drawing parameters from a hyper-rectangle to estimate the 
cost and production functions shall be refined by means of 
more sophisticated optimization techniques in case of very 
large dimensional problems.   

VI. EMPIRICAL RESULTS 

A. Data and Variables 
The data are taken from the commercial bank and bank 

holding company database managed by the Federal Reserve 
Bank of Chicago over the 1989-2000 time span. The dataset is 
based on the Report of Condition and Income (Call Report) for 
all U.S. commercial banks that report to the Federal Reserve 
banks and the FDIC. The output variables are: (1) instalment 
loans (to individuals for personal/household expenses), (2) real 
estate loans, (3) business loans, (4) federal funds sold and 
securities purchased under agreements to resell, and (5)other 
assets (assets that cannot be properly included in any other 
asset items in the balance sheet). The input variables are: (1) 
labor, (2) capital, (3) purchased funds, (4) interest-bearing 
deposits in total transaction accounts and (5) interest-bearing 
deposits in total non-transaction accounts.  
 

Β.  Results for the Cost Function  
We followed the procedure described earlier and estimated 

the parameters [ , ] n mRα θ +∈ . However, the desirable 
number of nodes m  also has to be selected using one of the 
methods described earlier. 2

adjR criterion is depicted in Fig. 1 
whereas Schwartz’s (1978) and Akaike’s (1973) criteria are 
depicted in Fig. 2.  

It is clear that the BIC finds a global minimum for m=7 
while the Akaike criterion, which punishes less strictly the 
increase in the number of nodes, finds also other local 
minimums for greater numbers of nodes. However, even for 
the Akaike criterion m=7 is the global minimum. Also, the 

2R and 
2

adjR  find a global maximum for m=7 nodes. So, for 
an ANN with m=7 modes and activation function 

1( ) (1 )xf x e − −= + the estimated coefficients α, θ are 
statistically significant for almost all of the estimated 
coefficients.  

Next, the Returns to Scale are computed through equation 
(5) and are found to follow a Gaussian-like distribution around 
unity (1). This result implies, roughly speaking, constant 
returns to scale and can be characterized as expected (see Figs. 
3-4) because, as is well known, as a result of the optimization 
principle the production function for the firm will generally 
exhibit constant returns to scale.   

The factor shares of the five (5) inputs were calculated and 
were found to range between 0 and 1, as expected.  

Subsequently, the issue of concavity is investigated. As it 
has already been mentioned, the concavity condition can be 
checked by calculating the eigenvalues of the Hessian matrix 
for each observation and examining if they are all negative. It 
was confirmed that the vast majority of eigenvalues are 
negative implying that the cost function is, practically, globally 
concave with respect to prices, a result which is consistent with 
economic theory [21]. For each observation there were five 
eigenvalues equal to the dimension of the Hessian matrix. 

More precisely, for each observation, the four greater (in 
absolute value) eigenvalues were negative. Also, the lower 
eigenvalues for each observation have generally a much greater 
absolute value than its most positive eigenvalue. In total, 
approximately 90% of all eigenvalues were found to be 
negative. Any devation from this rule can be attributed to 
omitted variables, measurement errors, and inefficiency. A 
failure of the proposed functional form to comply with this 
assumption would imply empirical findings non-consistent 
with neo-classical economic theory. However, not all cost 
functions proposed, so far, in the empirical literature satisfy 
this assumption, despite it being dictated by economic theory. 

Finally, in Fig. 5, the histogram of all TFP values (%) is 
depicted. We see that TFP is negative on the average with a 
longer tail to the left indicating the prevalence of negative 
technical progress for the organizations of the US Banking 
sector in the 1989-2000 time span. 
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B. Results for the Production Function  
 
The estimation procedure described earlier was used to 

estimate the parameters [ ] 1

( 1) 1

, , ,

J

i
i

J n m

a Rθ γ ξ =

+ + −∑
∈ . However, a 

choice has to be made regarding the number of nodes of the 
neural network. The system 2

wideR  had a maximum for 

3im =  nodes (Fig. 6). Consequently, for the rest of our 
analysis of production functions we set 3im =  ( 1,...,i J= ). 

As it can be inferred from the value of the 2
wideR , the neural 

network production function provides a very good 
approximation to the actual production function. Also, almost 
all of the estimated coefficients of the production functions 
were statistically significant.  

     Next, the RTS are also calculated and the results are shown 
in Fig. 7. 

     The histogram of the TFP values is depicted in Fig. 8. 

     Finally, the hypothesis that ( )JY x  is increasing in x, 
decreasing in )(xYi , for 1,...,1 −= Ji , i j≠  and the quasi-
concavity of ( )iY x  and ( )JY x  were checked ex post and were 
found to be, in general terms, consistent with economic 
theory. 

 

Figure 1.  
2R and 

2
adjR and the number of number of nodes 

 

Figure 2.  Akaike’s Information Criterion, Bayesian Information 
Criterion and the number of nodes 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

200

400

600

800

1000

1200

1400

1600

1800

 

Figure 3. Histogram of RTS (Unconstrained regression) 
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Figure 4. Histogram of RTS (Constrained regression) 
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Figure 5. Histogram of TFP values 
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Figure 6. 
2R% and the number of nodes 
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Figure 7. Histogram of RTS for the Jth output 
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Figure 8. Histogram of TFP for the Jth output 

 

VII. CONCLUSIONS  
 
Commonly used production and cost functions usually 
estimated by means of linearized multifactor models are known 
to be less than satisfactory in numerous situations. However, 
ANNs let the data itself serve as evidence to support the 
model’s estimation of the underlying process. In this context, 
the proposed procedure attempted to combine the strengths of 
economics, statistics and machine learning research. The 
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paper proposed a global approximation to arbitrary cost and 
production functions, respectively, given by ANN 
specifications. All relevant measures such as scale economies 
and total factor productivity were computed routinely. The 
empirical application referred to a large panel data set 
consisting of all U.S. commercial banks that report to the 
Federal Reserve banks over the time period 1989-2000. The 
results of the empirical implementation were consistent with 
conventional economic theory. 
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Abstract— In this paper an FPGA based Implementation of a 
1D-CNN with a 3×1 template and 8×1 length will be described. 
The Cellular Neural Networks (CNN) is a parallel processing 
technology that has been generally used for image processing. 
This system is a reduced version of a Hopfield Neural Network. 
The local connections between a cell and the neighbors in this 
implementation of this technology is easier than in the case of 
Hopfield Neural Networks. There are various implementation 
options of CNN on chips, the best solution being using ASIC 
technology. The next best is an emulation on top of a digital 
reconfigurable chip such as FPGA. Designing and developing 
universal CNN based machines using these technologies is 
possible. Since FPGAs are COTS components and their growth is 
high, a simple and economical architecture is obtained by 
designing an CNN emulation on FPGA chips. This digital 
designing on FPGA does however have a tradeoff between speed 
and area. One key target is therefore to reach to a best 
performance for this emulation architecture under the 
mentioned constraints. 

 

Keywords— Cellular Neural Network; CNN Emulation on 
FPGA; Simulation; HDL. 

I. INTRODUCTION 
This paper briefly introduces a the design of digital 

emulation of CNN based on hardware description languages. 
Cellular Neural Network has been introduced by Chua and 
Yang from the University of California at Berkeley in 1988 
[4]. This type of neural networks is a reduced version of 
Hopfield Neural Networks. One of the most important features 
of CNN is the local connectivity; in this technology each cell 
is connected only to its neighbor cells. Due to local connection 
between a cell and the neighbors a hardware implementation 
of this type of neural networks is easily realizable [5]. By 
digitizing the analog behavior of this system (i.e. emulation on 
a digital platform) one is able realize this system based on 
FPGA. Due to the local connectivity and processing around 
each cell the global system works like a parallel processor 
system [6]. 

The behavior of a CNN system is based on the settings of 
the template values. By changing these template values the 
CNN behavior is affected. This is a very feature for realizing a 

universal machine by using CNN [7]. A test-bed for CNN 
emulation on an FPGA evaluation board is a relatively cheap 
option and the required development time should be 
significantly low. 

 

II. CNN DIGITAL EMULATION/MODELLING 
CNN mathematical models for each cell are first-order 

equations like Eq-1 shown below. 
Eq-1:  
 
 
 
 
 
 
 
 
For modeling this equation in HDL, we must simplify 

nonlinear terms. The simplified equation takes the form of 
equation (Eq-2) as following. 

 
Eq-2: 

IvBvAxx uy +++−= **&  
 
In this equation 'A' is a template for feedback operator and 

'B' is a template for control. 
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The output Equation is a linear sigmoid function for 

limiting the output state value. In some references the sigmoid 
function is noted by f (.). 

Converting equation-2 to a discrete time model is possible. 
A Discrete Time CNN can easily be mapped to an FPGA by 
defining digital integrators, multipliers, adders and other 
digital operators. After defining fundamental operators in 
FPGA and wiring of/between these operators, a dynamic 
modeling of CNN is possible [7]. A single CNN cell model is 
like a first-order differential equation; therefore, solving this 
equation by this architecture is possible. 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. Simplify CNN Cell Dynamic Model 

 
The architecture of this module consists of two main parts, 

hardwire and behavioral sequential units. In the hardwire part 
we must define the relationships of the CNN cells with their 
neighbors by the template values. These connections are based 
on convolution operators. With array cloning of convolution 
modules in HDL we are able to develop/extent the size of the 
CNN module. Using this approach we can realize a growth of 
the CNN structure up to a simple 8×1 width. In the CNN 
structure, there are 2 type templates: control templates and 
feedback templates. Due to the architecture of the feedback 
path we have to define a memory block for a appropriate 
handling of this path. Another main memory unit is defined 
for integrators components. In this system, all convolution unit 
should work together concurrently. Therefore the results of 
TA*Y and TB*U are immediately accessible (see Fig.1). 

 
In the top-level CNN module Verilog code defines 16-Bit 

2’s complement variables for loading data and templates to 
this module. One bit for sign and 3 bit for round value and 12 
bit float value. Therefore, we are able to load values to this 
module in the range of [-7, +7]. For the 12 bit fixed float 
register, the accuracy is 1/ ( 122 ). Input data range is limited to 
the range of [-1, +1]; -1 means black and +1 is white value. 
This procedure means that for image processing purposes we 
must rescale the image values to this range. On the other hand, 
value of each gray pixel must be in range of [-1, +1]. 

According to the Equation-4, we are able to normalize the 
input data. 

Eq-4: 
 

U = Pixel_value * 2 – 1 
 

The convolution module loads template values and inputs 
data and then return the product of these values. The following 
block diagram shows the convolution operator I/O (see Fig.2). 
We set zero for out of bound values in the CNN array. The 
module cloning based on this diagram is simple in HDL code. 
 

 

 

 

 

 

 

 

Figure 2. Convulotion I/O Block Diagram 

This module of Fig.2 operates according to Equation-5. 
 
Eq-5: 
 
 

This module is common for TA*Y and TB*U.  
The code below shows the calling conv2 function for solving 
the convulotion between Control Template and Input Data on 
cell 7: 
conv2 ccn7 (M0[7],VB1,VB2,VB3,16'd0,u7,u6) 

 

Further, the convolution on feedback template and output state 
is similar to the code below:  
 

conv2 fcn7 (M1[7],VA1,VA2,VA3,16'd0,Y[7],Y[6]) 

 
More details on the convolution module are presented in the 
paper appendix. Other main important units for developing 
this module are the integrator and linear sigmoid function. To 
implement an integrator in HDL we need a register. In 
previous steps we determined the convolution for feedback 
and control templates. In the integrator unit we must sum the 
result in each new cycle with previous values of the register. 
The convolution module’s length defines on 18bits. According 
to the length of M0 and M1, the length of the integrator 
register should be 32 bit. The following code below is 

Conv Module 

a1  a2 a3 b1  b2  b3  

C (a,b)
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obtained after synthesis and is like an 8 integrator that work 
concurrently. 

always @(posedge clk) 

begin 

for (j=0;j<=7;j=j+1) 

begin 

  res[j] = S2[j]; 

end 

 
In this code the term of S2 is the sum of C(TA,Y) and 
C(TB,U) from the previous cycle. 
The best method to design a sigmoid function is to use an if-
then rule. The following code below shows the way this unit 
operates. “Greater than values” will be limited by this 
procedure between +1 and -1. 
for (j=0;j<=7;j=j+1) 
begin 
if (res[j]>32'sh00000_000)  // > 0 
     begin 
        Y[j]=16'h1_000;     // +1 
        res[j]=32'h00001_000; 
     end          
     if (res[j]==32'sh00000_000) // = 0 
     begin 
        Y[j]=16'h0_000;      // 0 
        res[j]=32'h00000_000;         
     end      
     if (res[j]<32'sh00000_000)  // < 0 
     begin 
        Y[j]=16'hf_000;      // -1     
        res[j]=32'hfffff_000;                 
     end 
End 

In these units the “res” vector is a temporary register for 
simulating the integrator and “Y” variable is a memory for 
storing CNN output state. We used 2 level memories for 
designing totally a simple 8×1 CNN.. 

 
 
 
 
 
 
 

 
 
 

 

Figure 3. Digital Architecture of CNN 

Figure 3 shows the digital architecture of a CNN cell  
introduced in this paper. According to this architecture the 
system is synchronous. Parts of integrator, sigmoid function 
and loading state variable are triggered by a rising clock. 

 
III. SIMULATION RESULTS  

To simulate this system we use ModelSim 6 software. The 
result is very closed to the one obtained from a simulation in 
Matlab.  

For example, by setting TA= [0.5, +1, -1] and TB=Bias=0, 
the following wave form appears. The converge time for this 
case in this architecture is 200ns (8 clock). 

u= [+1,-1,-1, +1, +1,-1,-1, +1] 
TA= [0.5, +1, -1] 
TB=Bias=0 
The output for this defined template is 
 xt=[+1,-1,+1,-1,+1,-1,+1,-1] 
 

The converge time for the case below in this architecture is 
150ns (6 clock). 

u= [+1,-1,-1, +1, +1,-1,-1, +1] 
TA= [-1, +2, +1] 
TB=Bias=0 
The output for this defined template is 
 xt=[+1,+1,+1,+1,-1,+1,-1,+1] 
 

In an advanced mode, there is another way for simulating the 
HDL code. In Matlab 2006a we have been able to establish a 
connection between Modelsim simulator and Simulink. 
By a TCP/IP connection between Simulink in Matlab and the 
Modelsim simulator we were able to test this CNN code on 
Images. We must operate this CNN module on each Image 
line separately. 
 

TA= [-1, +2, +1] 
TB=Bias=0 

 
 
 
 
 
 
 
 

Figure 4.  Hole Counting Sample,  (Left) Input Image, (Right) output result. 

CLK
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TA= [+1, -1, +1] 
TB= [0, 1, 0] 
Bias = 0 

 
 
 
 
 
 
 
 
 

Figure 5.  Filter Sample:  (Left) Input Image, (Right) output result. 

 
IV. CONCLUSION  

 
In this paper we introduced a new model for simulation 

and digital implementation/emulation of digital CNN. Finally, 
the model could be simulated and validate by several 
templates. Future works are going to improve this module to 
realize a large-scale CNN based universal machine system. 
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APPENDIX 
 

// 1×3 Convolution Module 

module conv2 (conv,VA1,VA2,VA3,Y1,Y2,Y3); 

output [17:0] conv; //17 

input [15:0]VA1; 

input [15:0]VA2; 

input [15:0]VA3; 

input [15:0]Y1; 

input [15:0]Y2; 

input [15:0]Y3; 

wire signed [17:0] conv; 

wire signed [15:0] out1; 

wire signed [15:0] out2; 

wire signed [15:0] out3; 

signe_mul MUL1(out1,VA1,Y1); 

signe_mul MUL2(out2,VA2,Y2); 

signe_mul MUL3(out3,VA3,Y3); 

assign conv = out1+out2+out3; 

endmodule 

 

// resule range [-7,+7] accuracy 12bit Fixed Float 

module signe_mul (out,a,b); 

output [15:0] out; 

input [15:0] a; 

input [15:0] b; 

wire signed [15:0] out; 

wire signed [31:0] mul_out; 

assign mul_out = a*b; 

assign out = {mul_out[31],mul_out[26:12]}; 

endmodule 
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Abstract—We present our proposed algorithm in this paper, a 
reactive Location Routing Algorithm with Directional Cluster-
Based Flooding (LORA-DCBF) for inter-vehicle communication 
in the context of optimizing traffic flow and increasing vehicular 
safety. We consider the performance and motorway environment 
with associated high mobility in highway and compare LORA-
DCBF with Location Routing Algorithm with Cluster-Based 
Flooding(LORA-CBF).In our proposed algorithm, it is possible 
to have more than one cluster heads in the limited area, but with 
two opposite direction, this strategy have more stability in the 
clusters form and more effective. We use a microscopic traffic 
model, developed in OPNET, to simulate our proposed algorithm 
to validate our research and shows that LORA-DCBF is more 
effective in Vehicular communications.  

Keywords—Location routing algorithm with directional cluster 
based flooding, Ad-Hoc networks, VANET networks, inter-
vehicular communication, rotating. 

I.  INTRODUCTION  
Generic routing protocols have the design goals of 

optimality, simplicity and low overhead, robustness and 
stability, rapid convergence, and flexibility [1]. However, 
since mobile nodes have less available power, processing 
speed and memory, low overhead becomes more important 
than in fixed networks. The high mobility present in vehicle-
to-vehicle communication also places great importance on 
rapid convergence [2]. Therefore, it is imperative that ad-hoc 
protocols deal with any inherent delays in the underlying 
technology, be able to deal with varying degrees of mobility, 
and be sufficiently robust in the face of potential transmission 
loss due to drop out. In addition, such protocols should also 
require minimal bandwidth and efficiently route packets [3].  

The past few years have witnessed the growth of wireless 
technologies that have gained increased relevance and 
acceptance in the form of laptops, PDA's, and personal area 
networks, all of which require ad-hoc connectivity [4]. The 
areas of personal computing and communications are 
converging and evolving to create new patterns of 
technological deployment and human behavior because of 
communication-enabled technology [5]. Our hypothesis is that 
a vehicular point-to-multipoint deployment is likely to become 

the first properly mature ad-hoc implementation of these 
emerging technologies [6]. 

Economic costs due to transportation delays are reflected in 
the billions of dollars spent on construction projects and the 
resulting loss of productivity caused by billions of man hours 
of lost time on the congested streets and freeways, not to 
mention health costs related to increased air pollution levels 
and fuel consumption of stationary automobiles [7]. Presently, 
according to model simulations, the most common cause of 
transportation delay in the United States is vehicular accidents, 
representing nearly 40 percent of nonrecurring delays of 
freeways and principal arteries. 
Although passive safety systems such as seat belts and air 
bags have been used to significantly reduce the total number 
of major injuries and deaths due to motor vehicle accidents, 
they do not improve traffic flow or lower the actual number of 
automobile collisions [8]. In order to actually lower the 
number of vehicular accidents, computer and network experts 
propose active safety systems, including Intelligent 
Transportation Systems (ITS) that are based on Inter-vehicle 
Communication (IVC) and Vehicle-to- Roadside 
Communication (VRC). Presently, technologies related to 
these architectures and their related technologies may, in the 
future, significantly optimize traffic flow, which, in turn, can 
have important economic and safety ramifications [9]. 
Active vehicular systems employ wireless ad-hoc networks 
and Geographic Positioning System (GPS) to determine and 
maintain the inter-vehicular separation necessary to insure the 
one hop and multi hop communications needed to maintain 
spacing between vehicles [10]. Location based routing 
algorithms form the basis of any Vehicular Ad-hoc Network 
(VANET) because of the flexibility and efficiency they 
provide with regards inter-vehicular communication. Although 
several location-based algorithms already exist, including Grid 
Location Service (GLS), Location Aided Routing (LAR), 
Greedy Perimeter Stateless Routing (GPSR), and Distance 
Routing Effect Algorithm for Mobility (DREAM) to name a 
few. 

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

35



This paper proposes a Location-Based Routing Algorithm 
with Cluster-Based Flooding (LORA-CBF) as an option for 
present and future automotive applications due to the 
following three advantages: 
 

1. It employs local information to improve the 
traditional routing used in non-positional algorithms 

2. It minimizes flooding of its control traffic by using 
only the selected nodes, called gateways nodes, to 
disseminate its messages. 

3. We can have two cluster head in limited area with 
two opposite directions so will have more stability in 
clusters form. 

II. LORA-DCBF SUGGESTED PROTOCOL 
LORA-CBF is formed with one cluster head, zero or more 

members in every cluster and one or more gateways to 
communicate with other cluster heads. Each cluster head 
maintains a “Cluster Table,” which is a table that contains the 
addresses, directions and geographic locations of the member 
and gateway nodes [11]. 

We propose a reactive algorithm for mobile wireless ad-hoc 
networks, which we have called Location Routing Algorithm 
with Directional Cluster-Based Flooding (LORA_DCBF). The 
algorithm inherits the properties of reactive routing algorithms 
and has the advantage of acquiring routing information only 
when a route is needed [12]. LORA_DCBF has the following 
features: Firstly, this protocol improves the traditional routing 
algorithms, based on non-positional algorithms, by making use 
of location information provided by GPS. Secondly, it 
minimizes flooding of its Location Request (LREQ) packets. 
Flooding, therefore, is directive for control traffic as it uses 
only the selected nodes, called gateways, to diffuse LREQ 
messages. The function of gateway nodes is to minimize the 
flooding of broadcast messages in the network by reducing 
duplicate retransmissions in the same region. Member nodes 
are converted into gateways when they receive messages from 
more than one cluster head. All the members in the cluster 
read and process the packet, but do not retransmit the 
broadcast message. This technique significantly reduces the 
number of retransmissions in a flooding or broadcast 
procedure in dense networks. Therefore, only gateway nodes 
retransmit packets between clusters (hierarchical organization) 
[13]. Moreover, gateways only retransmit a packet from one 
gateway to another in order to minimize unnecessary 
retransmissions, and only if the gateway belongs to a different 
cluster head and the direction of packet receiving is same with 
itself. 

Apart from normal Hello messages, the protocol does not 
generate extra control traffic in response to link failures and 
additions. Thus, it is suitable for networks with high rates of 
geographical changes. As the protocol keeps only the location 
information of the [source, destination] pairs in the network, 
the protocol is particularly suitable for large and dense 
networks with very high mobility.  

The protocol is also designed to work in a completely 
distributed manner and does not depend upon any central 
entity. The protocol does not require reliable transmission for 
its control messages, because each node sends its control 
messages periodically and can, therefore, sustain some packet 
loss. This is, of course, important in radio networks like the 
one being considered here, where deep fades are possible.  

The algorithm we propose in this work does not operate in 
a source routing manner. Instead, it performs hop-by-hop 
routing as each node uses its most recent location information 
of its neighbor nodes to route a packet. Hence, when a node is 
moving, its position and direction is registered in a routing 
table so that the movements can be predicted, which is 
necessary to correctly route the packets to the next hop to the 
destination.  

Upon receiving a location request, each cluster head checks 
to see if the destination is a member of its cluster. Success 
triggers a Location Reply (LREP) packet that returns to the 
sender using geographic routing, because each node knows the 
position and direction of the source and the closest neighbor 
based on the information from the LREQ received and the 
Simple Location Service (SLS). Failure triggers 
retransmissions by the cluster head to adjacent cluster-heads 
(Reactive Location Service, RLS). The destination address is 
recorded in the packet. Cluster-heads and gateways, therefore, 
discard a request packet that they have already seen. Once the 
source receives the location of the destination, it retrieves the 
data packet from its buffer and sends it to the closest neighbor 
to the destination. 

Basically, the algorithm consists of four stages: 
1. Cluster formation 
2. Location and Direction discovery (LREQ and LREP) 
3. Routing of data packets 
4. Maintenance of location information. 
 

Figure 1 shows the flow diagram of LORA-DCBF Algorithm. 
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A. Cluster Formation 
 

The LORA_DCBF algorithm initializes by first forming 
clusters. When the communications start, every node begins as 
undecided, starts a timer, and broadcasts a Hello message [14]. 
If the undecided node receives a Hello message from a cluster 
head before the timer expires, it becomes a member. 
Otherwise, it becomes a cluster head. 

Cluster heads are responsible for their clusters and have to 
send a Hello Message periodically. When a member receives a 
Hello message, it registers the cluster head and responds with 
a reply Hello message. The cluster head then updates the 
Cluster Table with the address, position (longitude and 
latitude) and direction of every member in the cluster. When a 
member receives a Hello packet from a different cluster head, 
it first registers the cluster head and changes its status to a 
gateway and broadcasts the new information to the cluster 
heads. After receiving the Hello packet, the cluster head 
updates the Cluster Table with the new information. 

In the case where the source wants to send a message to the 
destination, it first checks its routing table to determine if it has 
a “fresh” route to the destination. If it does, it first searches its 
Cluster Table to determine the closest neighbor to the 
destination. Otherwise, it starts the location discovery process.  

B.  Location and Direction discovery (LREQ and LREP) 
 

When the source of the data packet wants to transmit to a 
destination that is not included in its routing table, or if its 
route has expired, it first puts the data packet in its buffer and 
broadcasts a Location Request (LREQ) packet. 

When a cluster head receives a LREQ packet, it checks the 
identification field of the packet to determine if it has 
previously seen the LREQ packet. If it has, it discards the 
packet. Otherwise, if the destination node is a member of the 
cluster head, it unicasts the Location Reply (LREP) packet to 
the source node. 

If the destination node is not a member of the cluster head, 
it first records the address and direction of the LREQ packet in 
its list and if the source is the same direction with the source, 
it will be rebroadcasts the LREQ packet to its neighboring 
cluster heads, otherwise it discards the packet. 

Each cluster head node forwards the packet only once. The 
packets are broadcast only to the neighboring cluster head by 
means of a directional antenna that routes them via the 
gateway nodes. Gateways only retransmit a packet from one 
gateway to another in order to minimize unnecessary 
retransmissions, and only if the gateway belongs to a different 
cluster head. When the cluster head destination receives the 
LREQ packet, it records the source address, direction and 
location. From this, the destination’s cluster head can 
determine the location of the source node. The destination 
then sends a LREP message back to the source via its closest 
neighbor. 

Finally, the packet reaches the source node that originated 
the request packet. If the source node does not receive any 
LREP after sending out a LREQ for a set period of time, it goes 
into an exponential back off before re-transmitting the LREQ. 
Hence, only one packet is transmitted back to the source node. 
The reply packet does not have to maintain a routing path from 
the source to the destination, and the path is determined from 
the location information given by the source node. It is 
important to note that the path traversed by the LREQ may be 
different from that traveled by the LREP. 

C. Routing of data packets 
 

The actual routing of data packets is then based on the 
location of source, destination and neighbors and directions of 
source and destination. Since the protocol is not based on 
source routing, packets travel the path from source to a 
destination based on locations. The packets find paths to the 
destinations individually each time they transmit between the 
source and the destination. Packets are transmitted based on 
the knowledge of their relative position. Because the 
transmission is in the direction of the destination node, the 
path found will be shorter and stronger than in other routing 
mechanisms. In non-positional-based Routing strategies, the 
shortest path is measured in hops. Therefore, the path found 
may not be the shortest, but the path found using location 
information will be significantly shorter. If the source of the 
data packet does not receive the acknowledgement packet 
before its timer expires, it will retransmit the data packet 
again. This situation might occur during packet loss due to 
drop out or network disconnection. 

D. Maintenance of location information 
 

The LORA_DCBF algorithm is suitable for networks with 
very fast mobile nodes because it maintains and updates the 
direction and location information of the source and the 
destination every time the pairs send or receive data and 
acknowledgment packets. The source updates its direction and 
location information before sending each data packet. When 
the destination receives the data packet, its direction and 
location information is updated and an acknowledgment 
packet is sent to the source. 

LORA_DCBF uses MFR (most forward within radius) as 
its forwarding strategy. In MFR the packet is sent to the 
neighbor with the greatest progress to the destination. The 
advantage of this method is that it decreases the probability of 
collision and end-to-end delay between the source and the 
destination. 

III. NEIGHBOR SENSING 
Each node must detect the neighbor nodes with which it has 

a direct link. To accomplish this, each node periodically 
broadcasts a Hello message, containing its location 
information, address, direction and status. These control 
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messages are transmitted in broadcast mode in one direction 
and received by all one-hop neighbors that they located in 
same direction with the source, but they are not relayed to any 
further nodes. A Hello message contains the following 
information: 

• Node Address. 
• Type of node (Undecided, Member, Gateway or 

Cluster head) 
• Location (Latitude and Longitude) 
• Node moving direction. 

A. Forwarding strategy 
LORA_DCBF uses MFR (most forward within radius) as 

its forwarding strategy. In MFR the packet is sent to the 
neighbor with the greatest progress to the destination. The 
advantage of this method is that it decreases the probability of 
collision and end-to-end delay between the source and the 
destination. 

IV. LORA-DCBF IN COMPARE WITH LORA-CBF 
To validate LORA-DCBF, we compared LORA-DCBF 

against the results of LORA-CBF algorithm. The simulator for 
evaluating two routing protocols is implemented in OPNET. 
The simulation models a network of 250 mobiles nodes, 
moving around a 6283 m length circular road. 

The LORA-DCBF and LORA-CBF algorithms employed 
periodic beaconing to inform neighboring nodes about their 
presence and both used source-initiated on-demand ad hoc 
routing protocols to discover routes and they make use of their 
predictive algorithm to select the best route based on the 
geographic locations of their neighbor nodes. The main 
difference here is that LORA-CBF makes the cluster that each 
cluster has the cluster members with different mobility 
direction. On the other hand LORA-DCBF makes use of 
member direction to form the cluster that cluster head and all 
the cluster members move in same direction. So we could 
have two cluster head near each other in a geographical 
limited area, but they must be in different mobility direction. 

Figure 2 and 3 show routing overhead result for LORA-
CBF and LORA-DCBF. Results show similar behavior for 
two algorithms, but LORA-CBF has slightly greater routing 
overhead compared with Routing Overhead. 
  

 
Figure 2. LORA-CBF Routing Overhead 

 

 
Figure 3. LORA-DCBF Routing Overhead 

 

 

 
Figure 4. End to End Delay 

 

 
Figure 5.Throughput 

 
End-to-End delay (EED), which is presented in Figure 4,   
LORA-DCBF performs better because it has the more stable 
cluster formation.  
Figure 5 compares the throughput of the algorithms 
considered. LORA_DCBF shows good results, because one of 
the factor for LORA_DCBF is to select the cluster based on 
node direction so it make a robustness rout between cluster 
head and cluster member. 

V. CONCLUSIONS AND FUTURE WORK 
In the near future, automobiles may have factory installed 

wireless ad-hoc network capabilities to improve traffic flow 
and safety, in part, because it is more cost effective than 
continually undertaking massive construction projects, which 
are proving to have limited success. Consequently, future 
developments in automobile manufacturing will include new 
communication technologies to help provide more effective 

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

38



spacing and collision avoidance systems. In order to avoid 
communication costs and guarantee the low delays required 
for the exchange of safety-related data between cars, inter-
vehicle communication (IVC) systems based on wireless ad-
hoc networks represent a promising solution for future road 
communication scenarios, as it permits vehicles to organize 
themselves locally in ad-hoc networks without any pre-
installed infrastructure. 

LORA-DCBF is an algorithm that can possibly be used in 
future wireless ad-hoc networks because of its reactive 
geographic routing algorithm, which employs GPS in 
conjunction with its predictive algorithm, both of which are 
necessary in mobile networks. Furthermore, LORA-DCBF 
uses a gateway selection mechanism and direction to 
determine the cluster to reduce contention in dense networks, 
which is a predictable scenario in highly congested traffic 
conditions. Finally, the hierarchical structure of LORA-DCBF 
facilitates its deployment as part of vehicular ad hoc networks 
because it requires minimal deployed infrastructure. Future 
work related to the development of LORA-DCBF will include 
the integration of GPS, predictive algorithms and geographical 
maps into a sole architecture and deploy it on a test bed. 
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Abstract— Performance of band-limited baseband syn-
chronous CDMA using the orthogonal Independent Com-
ponent Analysis (ICA) spreading sequences is compared
with that using the Walsh-Hadamard sequences. The
system we focus on here is where the transmitted signal
powers after passing band-limiting filter are not controlled.
The orthogonal ICA sequences are generated by ICA.
We use ICA not as separator for received signal but as
generator of spreading sequences. These performances are
also compared with that in the band-unlimited system
using orthogonal sequences. We calculate Bit Error Rates
(BERs) of these systems by numerical simulation. The
quantities BERs in the band-limited baseband systems
are lower than that in the band-unlimited baseband
system. However, BER in the band-limited system using
the orthogonal ICA sequences is much lower than that
using the Walsh-Hadamard sequences.

I. I NTRODUCTION

In Code Division Multiple Access (CDMA), each of
the signals existing in the same frequency band at the
same time is assigned as the spreading sequences which
are to be orthogonalized as much as possible. In the
synchronous CDMA, such as the down-link, the Walsh-
Hadamard sequences which realize zero interference are
used.

On the other hand, Independent Component Analysis
(ICA) for blind source separation attracts much attention
in various fields [1], [2]. This technique makes it possible
to recover the original signals from only the mixed ob-
served signal data, without knowing how to mix original
signals. The observed dataX(t) at time t is expressed
as X(t) = AS(t), where each row of the matrixS(t)
means the original signal andA is an unknown mixing
matrix. Under the assumption that each original signal is
independent variable and their probability distributions

are nongaussian, the separating matrixW, such that
SICA(t) = WX(t), is found by maximizing the nongaus-
sianity of the data. Here,SICA(t) is the recovered signal
data by ICA which are scaled and permuted version of
the original source signals.

Recently, we have originally proposed the new orthog-
onal spreading sequences as the Walsh-Hadamard se-
quences for CDMA, which are generated by ICA [3–6].
In this proposal, ICA is used in information and commu-
nication fields not as the separator for received signal,
such as Zero Forcing and Minimum Mean Square Error
(MMSE) methods, but as the generator of spreading
sequences. These orthogonal ICA spreading sequences
can be obtained by the following simple procedure. That
is to say, we apply the centering process to the original
sequences, mix the sequences’ data linearly and recover
the sequences by ICA. The ICA sequences have almost
the same waveform as the original sequences. Thus, The
orthogonal ICA sequences can realize the ideal correla-
tion property which the Walsh-Hadamard sequences do
not have, although the orthogonal ICA sequences have
the orthogonality like the Walsh-Hadamard sequences
have.

In this paper, the performance of the band-limited
baseband synchronous CDMA using the orthogonal ICA
sequences is investigated and compared with that using
the Walsh-Hadamard sequence. In [4], [5], the perfor-
mances of these systems are investigated in the case
that the frequency band is not limited. In that case, it is
found that Bit Error Rate (BER) in these system using
the orthogonal ICA sequence is almost the same as that
using the Walsh-Hadamard sequence. In the practical
CDMA system, however, the frequency bandwidth is
limited. For this, the orthogonality between the simul-
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taneous signals in the synchronous CDMA, which is
realized by using the orthogonal spreading sequences,
are broken. In addition, a certain amount of bit energy is
cut by a filter introduced for limiting transmitted signals’
bandwidth. In this study, we investigate the system where
the transmitted signal powers after passing the filter are
not controlled. Thus, we investigate the performance in
the band-limited CDMA using the orthogonal ICA se-
quence and the Walsh-Hadamard sequences by numerical
method. For limiting the frequencyf bandwidth, we use
a Raised Cosine filter whose impulse responseH(f) is
given as

H(f) =





1, 0 ≤ |f | < 1−α
2T

cos2
[

πT
2α

(
|f | − 1−α

2T

)]
, 1−α

2T ≤ |f | < 1+α
2T

0, otherwise

whereα is a roll-off factor. In this study, we setα =
0.22. By using this filter, the bandwidth is limited as
(1 + α)/T .

II. ORTHOGONAL ICA SEQUENCE

In this paper, we consider the data recovered by ICA
as the spreading sequences, namely ICA sequence. Here,
we use FastICA [7] which is one of the ICA algorithms.
In brief, the FastICA takes the following steps for re-
covering the original sequences from the observed data.
First, each of the mean values of data is removed from
the observed data, namely centeringE{X} = 0, and be
whitenedE{XXT} = I , as preprocessing. Here,I means
the identity matrix. Next, the mixing matrixW is guessed
by maximizing the property of the nongaussian of these
data. Finally, we can obtainK spreading sequences
which length areN , but there are restriction such as
K < N . Here, we use the program of the FastICA
in IT++ [8] which is a C++ library in the numerical
simulation.

The ICA sequence have several unique properties
compared with the original sequences although the wave-
forms of the recovered ones are almost the same as
those of original ones [3], [4]. Because of using this
ICA algorithm, the sequences recovered by ICA, namely
{SICA

k,j }, satisfy the following relations:

SICA
k,j ' Sk,j/DSk

, (1)

SICA
k,j = S′

k,j + Sk/DSk
, (2)

whereSk andDSk
mean the length of the sequenceN

average and the standard deviation of{Sk,j}, respec-
tively. Because of using the centering and the whitening

in the ICA algorithm,S′
k,j which is the part of data

recovered by ICA satisfies the following relations:

S′
k =

N−1∑

j=0

S′
k,j/N = 0, (3)

N−1∑

j=0

S′
p,jS

′
q,j/N = δp,q. (4)

Here, by applying the centering process to the original
sequences, namelySk = 0, the sequences recovered by
ICA have orthogonality as

N−1∑

j=0

SICA
p,j SICA

q,j /N = δp,q. (5)

We call these sequences the orthogonal ICA sequences.
By using sequences which have the good correlation
property as the original ones, we can obtain the se-
quences which realize orthogonality in the synchronous
case and can be used in the asynchronous system. In
the case where the synchronization is broken, the per-
formance of the sequences recovered by ICA is almost
the same as the original sequences because of almost the
same waveform each other.

The sequences which have these properties can be
realized by the other ICA algorithms, such as the Equiv-
ariant Adaptive Separation via Independence (EASI) [6],
[9], [10]. This algorithm have simple parallel structure
and can be implemented simply into the hardware [10].

Here, we use the Chebyshev chaotic spreading se-
quences as the original for the orthogonal ICA se-
quences. It is known that these Chebyshev sequences
have good correlation property and arbitrary number of
the sequences, whose code lengths are also arbitrary,
can be obtained easily [11], [12]. Thek-th sequence is
defined as follows:

Sk,j+1 = Tq(Skj), q ≥ 2. (6)

Here, Tq(x) is the q-th order Chebyshev polynomial
defined byTq(cos θ) = cos(qθ) andj is time or position
in this code sequence. It is known that this Chebyshev
map is ergodic and it has the ergodic invariant measure

ρ(x)dx =
dx

π
√

1− x2
(7)

and it satisfies the orthogonal relation
∫ 1

−1
Ti(x)Tj(x)ρ(x)dx = δi,j

1 + δi,0

2
, (8)

where δi,j is the Kronecker delta function. From the
above facts these chaotic sequences generated from

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

41



0 100

−100

0

100

auto−correlation
cross−correlation

∆

co
rr

el
at

io
n

Fig. 1. Correlation property of the Walsh-Hadamard sequences.
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Fig. 2. Correlation property of the orthogonal ICA sequences whose
originals are Chebyshev chaotic sequences.

Tq(x) of different orders can be used as the naturally
orthogonal spreading sequence in CDMA from the er-
godic principle [11–14].

III. C ORRELATION PROPERTY

We compare the correlation property of the orthogonal
ICA sequences whose original sequences are the above
Chebyshev chaotic sequences with that of the Walsh-
Hadamard sequences. We calculate the auto-correlations
and the cross-correlations given by

∑N−1
j=0 Sk,jSk,j+∆

and
∑N−1

j=0 Sk,jSi,j+∆ (i 6= k), respectively. Here, the
sequence code satisfies the relationSk,0 = Sk,N and∆
means the phase difference. Figures 1 and 2 show ex-
amples of correlation properties of the Walsh-Hadamard
sequences and the orthogonal ICA sequences as func-
tions of the phase difference∆ for these code length
N = 128, respectively. From these figures, it is found
that the orthogonal ICA sequences have better correlation
properties to be synchronized with the received signal
at the correlation receiver than the Walsh-Hadamard
sequences.

IV. B IT ERRORRATE

We compare the performance of the band-limited
baseband synchronous CDMA using the orthogonal ICA
sequence with that using the Walsh-Hadamard sequence.
For this, we calculate the BERs by numerical simula-
tions.

In this study, we set the number of users forK = 10
and the spreading factor forN = 128. The average
power of each chip of spreading sequence is set for unity
1. Thus, the initial spread bit energyE is equal toN .
Here, we investigate the system where the transmitted
signal powers after passing the filter are not controlled.
Thus, the transmitted signal energy in the air, whose
bandwidth is limited, is usually lower thanE. This is
because a filter for limiting the bandwidth cut a certain
amount of bit energy. For limiting the bandwidth, we use
the Raised Cosine filter and the bandwidth(1 + α)/T
is set for (1 + α)Tc, where 1/Tc is a chip rate. We
consider the channel where the additive white Gaussian
channel noise whose power isσ2 exists. We obtain the
distribution of the correlation output of the receiver by
10000 sample bits numerical simulation and calculate the
mean value and the variance of this distribution . We use
the randomly selected sequences from the set obtained
in N = 128. By using these two values and the com-
plementary error function, BERs are estimated. Finally,
we can obtain the average BERs in the systems using
the orthogonal ICA sequences or the Walsh-Hadamard
sequences.

We also compare these BERs with those in band-
unlimited synchronous CDMA. The quantity BER in the
band-unlimited CDMA using the orthogonal spreading
sequence is already known in [4]. The quantity in
baseband system can be estimated by using the standard
Gaussian approximation and Signal to Interference plus
Noise Ratio (SINR) obtained analytically in [4]. Based
on Pursley [15], we have derived the SINR of the
orthogonal sequences in the band-unlimited baseband
synchronous CDMA as

SINR =

√
E

σ2
. (9)

Figure 3 shows the BERs as functions of initial bit
energy per noise power. Initial bit energy means the
one before passing the RC filter. The line is drawn
by using the above analytical SINR and the standard
Gaussian approximation. Each point is the data obtained
by numerical simulation. Table I shows the a part of
the BER data in Fig. 3. These values are for18 dB.
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Fig. 3. BERs in synchronous CDMA using the several orthogonal
sequences as functions of initial bit energy per noise power. The line
is drawn by using the analytical formula and each point is obtained
by numerical simulation forK = 10, E = 128.

Theoretical figure of BER in band-unlimited baseband
system using the orthogonal sequences for the same
parameters as the above simulation are9.84449 ∗ 10−16.

TABLE I

BERS IN BAND-LIMITED BASEBAND SYNCHRONOUSCDMA FOR

ABOUT 18 dB.

Walsh-Hadamard seq. 1.25026 ∗ 10−4

Orthogonal ICA seq. 7.36994 ∗ 10−9

From these values and figure, it is found that the BERs
in the band-limited baseband system are larger than that
in band-unlimited baseband system. However, the BER
in the band-limited system using the orthogonal ICA
sequences is much closer to that in the band-unlimited
system than that using the Walsh-Hadamard sequences.

V. D ISCUSSION ANDCONCLUSION

In the present paper, the performance of the band-
limited baseband synchronous CDMA using the orthog-
onal ICA sequences is investigated and be compared with
that using the Walsh-Hadamard sequences. Here, these
are the systems where the transmitted signal powers after
passing the filter are not controlled. We calculate the
BER of these systems by numerical simulation. We focus
on the relation between the BER and initial bit energy per
noise power which is the one before passing the RC filter.
In addition, these BERs in the band-limited synchronous

CDMA are compared with those in the band-unlimited
synchronous CDMA using orthogonal sequences. It is
found that the BERs in the band-limited systems are
larger than that in the band-unlimited baseband system.
However, the BER in the band-limited baseband system
using the orthogonal ICA sequences is much closer to
the band-unlimited system than that using the Walsh-
Hadamard sequences. The orthogonal ICA sequences
can realize much lower BER than the Walsh-Hadamard
sequences in the band-limited synchronous CDMA. This
is because it is highly possible that the part of signal
energy which are cut off by the Raised Cosine filter in
the system using the orthogonal ICA sequences is much
lower than that using the Walsh-Hadamard sequences.
That is to say, it is highly possible that the spectrum
density of the orthogonal ICA sequences inside the lim-
ited bandwidth is larger than that of the Walsh-Hadamard
sequences. In addition, the orthogonality realized in the
band-unlimited system is broken in the band-limited
system.

For the band-unlimited synchronous CDMA, the
Walsh-Hadamard sequence is one of the most effective
spreading sequences. Thus, this sequence is used now in
the actual system, namely the band-limited synchronous
CDMA such as down-link, as the most effective spread-
ing sequence based on the performance in the band-
unlimited system. However, from these results, it is
found that the orthogonal ICA sequences are more
effective significantly for the band-limited synchronous
CDMA than the Walsh-Hadamard sequences.
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Figure.1. The relationship among distribution, logistics 
management, and supply chain management 
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Abstract—This paper discusses the concepts of military 

supply chains and make comparisons with commercial supply 
chains. After an introduction, the major observations concerning 
military supply chain deficiencies like unmanageable demand 
forecasting are addressed. Furthermore, the uncertainties and 
invalid priorities in military inventory operations are described. 
Further considerations do examine the required optimization 
models and analyze both the product and information flows 
during warfare in military supply chains. Finally, a new model 
which withdraws the nonlinear system behaviors in military 
supply chain is suggested. 

Keywords—Military Logistics, Military Supply  Chain, 
Inventory visibility, Nonlinear System Behavior. 

I. INTRODUCTION  
Supply chain management is a combination of 

management and science. The concern of supply chain 
management is how firms utilize their suppliers’ processes, 
technology and capability to increase competitive advantages. 
We see these supply chain networks in many sectors such as 
computers, toys, pharmaceuticals, automotive, consumer 
goods, military, etc. The formal definition of military supply 
chain is “All entities belonging to military or nation logistics 
separately, which are involved in military logistics, and 
network system formed by activities and interactions of the 
entities”[6]. Where as military has very large, complex 
distribution and supply systems. The basic need of military 
forces is to deter war and build the security to the nation. 
While considering the supply chain perspective/objective, in 
military, services are provided to prepare for warfare, not for 
profit. Military supply chains serve far away, always moving 
and have other high-risk operations in harsh conditions. In 
military supply chains commodities vary from every day 
supplies to specialized military equipments such as weapons, 
tanks etc. To build the same advantages, logistics management 
and distribution are also viewed as the key components in 
supply chain management (figure.1) [3].  

At around 700 BC, a provision has made in advance to 
stock supplies. During this period military were employing 
more number of animals as means of transportation to feed 
and equip a force. To improve logistics and supply chain 
networks one initiated the soldiers to carry much of their 
equipment and supplies. However, in the fifth century AD 
armies expanded their supply chains by constructing roads, 
interior lines of communication and getting stock details 
earlier to an attack. As the centuries passed, rapid changes fall 
out in military operations. However, the evolved solutions are 
not of long duration in military supply chains.  

During the Crimean war, one identified the primary 
courses of the warfare as logistics, supply chain, training and 
team coordination were recognized. At this instant one 
introduced the hierarchy system in military sector for 
provision of supply chain support. The view of administration 
and logistic support to the troops in the field afforded greater 
extent. Until this period, supplies were determined for one or 
two battles. When established foundations for a long war then 
required to uphold the supply chain between large populations 
with mass mobilization was necessary. To meet the majority 
of supplies, military tied with the railway system and keeped 
the operations functioning.  

During the first world war, military found it difficulty to 
predict the demand or re-supply, when military kept on the 
move. One could identify cases where military people had 
stopped or expected to stay for long term; and such event 
makes consumption more than the pre-war estimates. Such 
unanticipated changes in the global military operations aimed 
to unify the supply chain networks with all military 
groups/hierarchical levels. At once military planners have 
achieved readiness on large inventories to reduce inventory on 
hand.[1]  

During the second world war, again railways showed to 
meet armies’  requirements. However, air and sea mode also 
made important contributions during this warfare. From 
eighteenth century onwards, the total process of the supply 
chain, which is making support to commercial business, is 
now being adapted by and adapted within the military 
environment. The larger and faster moving of military, the 
longer the supply chain became, the more difficult it became 
to re-supply. To defeat such aspects, initially 'Lean’ and 
'Focussed’ Logistics were developed by the US military and 
acknowledged by the UK Military to support the military 
operations. As well one could initiate to verify the total 
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Figure.3: Class Type of military supply 

Figure.4: Class and sub classes of military supply chain 

Figure.2. Commercial and Military Supply Chain Management

integral stockholding and transportation systems.  In addition, 
one extended the third party support to military operations 
with civilian contractors. At the end of the 20th century, 
military maintaines main supply bases to meet the demand and 
move the demand through the supply chain as required [1-2]. 

II. COMMERICAL VS MILITARY 
The military environment is of high complexity as it uses 

isolated, independent and incompatible systems, processes and 
data. Therefore, the modeling of military scenarios is of 
necessary importance as models can provide in-depth 
explanation of the scenarios and control their occurrence and 
evolution in both time and space domains as well. In military, 
as well the supply chain management strives for qualitative 
changes. In commercial supply chain, a consumer’s demand 
for a product can be changed within a period of months to 
acquire gain. The supply chain management conceptual 
models for both commercial and military are remarkably 
same. However, some significant differences are imparted to 
an evident difference in between commercial and military 
supply chains (figure.2). In commercial supply chains, the first 
issue is about absence of maintenance and another is that the 
flow of products/materials between suppliers and retailer, 
which is in unidirectional. In military supply chain the 
transportation, distribution/warehousing are bidirectional, that 
means from producer to military user and vice versa. Since 
military move the materials for maintenance and for medical 
care. The other differences are external factors including 
deployment of forces i.e. soldier, military regulations, joint 
interoperability, mission requirements [3-4]. 

 
In commercial supply chains, people can see what is going 

on and they can change the business processes they have. 
They can take what they see and embed that into an improved 
method of doing business i.e. reengineering. Whereas in 
military supply chain, data transparency and embed into the 
new or improved system is an unmanageable issue because of 
security crisis [4].  Another major issue is concern in military 
supply chain is material families.  

In military, materials are places in different categories as 
classes. It is difficult to analyze the demand issues in terms of 

range of supplies, movement of supplies, and reserving 
supplies for warfare. The resources consist of a complicated 
web of supplies, ranging from food and clothing to nuclear 
weapons. In military, inventory management must keeps 
records and stores the material to take the possibility of war at 
any moment. The necessity to store resources is to use on a 
daily basis as well as store resources for times of war. The 
military organizes all supplies into ten different classes as 
below (figure. 3) [7].  

 

Each class consists of subclasses, which gives thorough 
information about supplies. The subclasses data presents as 
follows (fig. 4) [7].  

 
In supply chain management, the flow carries in two ways 

i.e. downstream and upstream from factory to the end user. 
The end user may commercial customer or military user or 
any other depends on sector. In military, at initial point, the 
product will examine to determine accuracy, quality and 
condition. Hence, the products examination induces less status 
for reverse logistics. The baseline of military Supply Chain 
throughput was unavailable to secondary markets for military 
unique products like weapons, ammunition etc. In military, 
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Figure.5: Three-Level supply chain networks 

funding, purchasing actions, and technology changes are not 
reliable, since the risk is too high for industry to pre-position 
the components for the military. 

In almost all supply chain networks, the raw material 
suppliers are at one end of the supply chain. In commercial, 
suppliers are connecting to manufacturers and distributors, 
which are in turn connecting to a retailer and the end 
customer. In general, the number of organizations begins with 
suppliers, who provide raw materials to manufacturers, which 
manufacture products and keep those manufactured goods in 
the warehouses. Then they send them to whole sales or 
distribution centers that ship the goods to retailers. The 
customers then buy products from retailers [10].  

The sectors have slight differences concerning the 
structures of the supply chain networks. The figure.5 
illustrates the scenario between commercial and military 
supply chains. In both supply chains consists of material and 
information flow.  

In commercial supply chain, retailer identifies the demand; 
communicate the demand information to distributor. When 
distributor receives the order information from retailer, checks 
the inventory level. If finds low, send the order information to 
producer otherwise accomplish the retailer request by 
supplying the product with prior information. If distributor 
finds low inventory then producer receives demand 
information from distributor to produces the products. As per 
distributor demand producer produces the product and sends 
the product to distributor with prior supply information. The 
above process exercised between three troops such as 
producer, distributor and retailer in commercial supply chain 
[10].  

In military, as well, supply chain network can considered 
as three levels between producer, distributor and military user. 
The significant changes between military and commercial 
supply chain is product flow. In military, material flow can be 
view in two scenarios. One is conventional flow, which 
processed between producer, distribution centers and military 
user. The other one is nuclear flow, which comes at warfare. 
Where as the customer in military, may vary as Army, 
Marines, Air Force and Navy. In addition, figure.5 also 
presents military supply flow, which states the same scenario 
of commercial supply network. The military user identifies the 
demand and communicates the demand information to 
distribution centers. When receives the order information from 
military user, checks the inventory level at depots. From 

figure 4, it supposes that the material flows in military are in 
many forms. Existences of different material are stored at 
different depots thru distribution centers. If the depot find low 
inventory, send the order information to distribution centers 
otherwise accomplish the distribution centers request by 
supplying the product with prior information to distribution 
centers. In other case, a distribution center finds information 
about low inventory then sends demand information to 
producer, to produces the required products. With prior 
information producer produces and send product to 
distribution centers with supply information. Now distribution 
center directs the supplied product with supply information to 
distribution centre. The above process exercised between three 
troops such as producer, distribution centers and military user 
during conventional period [9]. Whenever the military posited 
in warfare, supply chain needs to transfers the information and 
material flow. Since the warfare is an emergency state of 
affairs which needed to support the operations with an 
essential materials such as arms and ammunitions. If the 
supply lines are, too long i.e. three level supply chain flows, it 
is extremely difficult to meet the military operations. 

In Section III will briefly describe present scenario of 
military supply chain and their deficiencies. Moreover, 
describes the uncertainties in military supply chain. We 
consider the Lorenz system model to describe new model 
during warfare in Section IV. Finally presents the brief 
conclusions. 

III. MILITARY SUPPLY CHAIN NETWORKS 

A. Pressent scenario of military supply chain 
During the First World War, military supply chains were 

managed as groups. Individual groups run their own processes 
for placing orders, maintaining and moving inventory to war 
fighters. With rapid changes in the global military operations, 
supply chain networks are coupled with all military groups/ 
hierarchical levels. In Military, war operations are rare events. 
During peacetime, as well, the military consumes resources 
that are similar to a commercial supply chain. However, 
military supply chain decisions heavily depend on strategy, 
tactics and intelligence than cost efficiency. During wartime, 
the supply chain decisions are depend on operational and 
tactical. The ancient warfare conducted by using conventional 
military weapons and battlefield tactics between two or more 
states with an open challenge. The idea behind the 
conventional warfare is to weaken or destroy the opponent's 
military force. With this conventional warfare, the supply 
chain and logistics issues can handle according to scenario. 
However, many changes influence the present military 
systems. The present situations were unable to predict the 
wartime and conduct the warfare without conforming to 
legality, moral law, or social convention. As each individual 
nation perceiving their welfare and getting more influence by 
political bodies. To support this enhanced speed, creating new 
challenges for military supply chain. However, the present 
military supply chain is becoming dynamic and getting more 
influence by political individuals.  
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Figure.6: In First case the Material and Product flows in Military 
and Commercial supply chains

The idea behind the present military supply chain 
upholders is to support their transformed combat force with 
fast, accurate and flexible supply line. To meet these 
challenges introduced many practical application of science 
and models. Also employs technologies, information systems 
and procedures to predict and prioritize military requirements 
and allowing for appropriate sustainment. Military supply 
chain models allowed the nation to new challenges for 
conducting surge operations. Combining the military and 
commercial strengths for better turnout and attaining optimal 
procurement, supply, maintenance and distribution times for 
efficient supply chain system. Real-time stock age 
information, just-in-time deliveries are also promoting by 
military sections [5]. In fact, military achieved possibility of 
future success, still receiving state of problems that needs to 
be resolve. From these problems military supply line is getting 
trouble. The problems makes ineffective to inventory 
management, waste, inefficiency, and delay across the supply 
chain. Military planners are attempting a set of scenarios and 
various probabilities to resolve problems.  

B. Uncertainites in Military Supply Chain Networks 
Even though in military, supply chain brings different 

uncertain demands to supply line. Because demand may occur 
with in short time and unpredictable. In military, the need may 
arise from basic supplies needs to with major items such as 
tanks, weapons. According to priority, indicated the supply 
line condition and made decision by hierarchic officials. The 
idea behind the military inventory is to ensure the stock on 
hand when required at warfare.  

The above statements suppose that to anticipate or forecast 
the wartime. In urgency, military place an order and wait for 
the stock. Some time stock may get delay. In that situation 
military needs to accept the unnecessary prices even if stock 
gets too late or earlier. The situation may sort out as inventory 
holding costs for storage of stock or the cost for out dated 
items such as perishable. So here in military supply chain, the 
major identified problem as inventory visibility. Without stock 
visibility retailers as well as customers (i.e. military) struggles 
to commit an orders. The lack of visibility on inventory, 
results in miscalculated order quantities. In addition, peak time 
orders based on pinch demand causes shipping delays. Due to 
this poor visibility, military planners were unable to order in 
urgency. Therefore, inventory gets into trouble with this 
invalid prioritize. To accurate, the inventory level throughout 
the military supply chain needs to improve visibility and 
reduce transit delays [5].  

The attention of a military supply chain is entirely 
different from that of a commercial supply chain. The military 
operates on an operational base, where the required 
commodities have to be transport to a soldier at the war front. 
The unique characteristic of military supply chain is its back-
pipeline, which moves the 'goods' like injured troops and 
damaged equipment, in the reverse direction i.e. from the front 
line to its operational base . The military has tried to adopt 
many models practices from the commercial supply chains. 
However, the present military supply line head-on with 
demand. The head-on problem is that uncertainty demand 
occurrence with in short time. This uncertainty was unable to 

be identified in advance. From section II, the last statements 
state the military inventory maintenance. In inventory 
maintenance, activities are getting trouble in about events that 
keeps the stock on hand before the warfare. Inaccurate 
inventory forecasts can affect at a variety of process areas 
includes supply management, transportation, distribution 
depots, and depot maintenance. This in turn will have an 
impact on the cost of commodities, also a conflict occurs, 
increasing demand for supplies, and existing stock of material 
are insufficient. Accurate inventories are critical to 
maintaining readiness in the presence of variable demand. 

IV. SYSTEM MODEL 
The modeling process in this section exploits the results in 

Ref. [8]. Indeed this reference discusses some scenarios 
related to the flow of materials along a three-echelon 
commercial supply chain and models them by three coupled 
equations. 

In this paper, we consider the case of a three-echelon 
military supply chain and explain some specific scenarios 
related to the flow of materials (i.e. arms and ammunitions). 
This interesting consideration can lead to various possible 
cases when dealing with the flow of materials from supplier to 
military user. Two striking cases can be envisaged. The first 
case (which is an ideal case) supposes the traffic of materials 
(with no inconvenience) along the three echelons of the supply 
chain and a good communication or exchanges between them 
as well.  This case does not however describe a realistic 
scenario since an emergency (see second case below) can 
occur due to the malfunctioning of a significant number of 
arms or lack of ammunitions during warfare [11,12]. This 
situation is discussed later. 

 The modeling process of the first case is based on a 
comparative analysis between commercial and military supply 
chains in order to show that this specific scenario can be 
modeled by the set of the equations in Ref. [8]. 

 
In figure.6, the demand information is transmitting with in 

the layers of the military supply chain with a delay of one unit 
time. This indicates the information flow from military user to 
producer and vice versa. In addition, the materials flow from 
the producer to military user via distribution center. As 
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Figure.7: In second case (during emergency), the material flows in 
military supply chains 

illustrated in figure.6, three-layer military supply chain model 
can show in mathematical expression as equations. The 
equations are derived from the Ref. [8].  

The quantity demanded by military user for material in 
current period is decides that how much of demand is satisfied 
in previous period. The demand can obtain from previous 
inventory level at distributor, delivery efficiency of distributor 
and the user (i.e. military) demand satisfaction. This can be 
represented as shown in equation (1) 

11 −− −= iii nxmyx ……………. (1) 
At distributor level, needs to take the combined effect of 

military user and producer into consideration before making 
an order. In distributor center, makes their decision on 
inventory levels Apart from this distributor, also need to take 
into consideration the expected loss rate that can take place on 
the producer’s supplies. This can be represented as shown in 
equation (2) 

111 −−− −= iiii zxrxy ………...... (2) 
The producer’s production typically depends on the 

distributor’s orders and the safety stock. However, 
distributor’s orders are again depended on military user order, 
i.e., the producer needs to take the combined effect of military 
user and distribution into account before making production at 
producer position. This can be represented as shown in 
equation (3) 

111 −−− += iiii kzyxz …………. (3) 
Notations: i Time period 
 m Distributors efficiency while delivering 

the product 
 n Ratio of customer demand satisfaction 
 r Distortion coefficient 
 k Safety stock coefficient 
 xi The quantity demanded for products 
 yi Inventory level of distributor  
 zi The quantity produced by producer 

Where  
♦ xi < 0 denotes that the supply is less than military 

demand in the previous period.  
♦ yi <0 denotes that critical information without 

adjustment is necessary to inventory level. 
♦ zi <0 denotes the cases of overstock or return and no 

new productions [8]. 
The three differences equations are quantity demanded by 

military user, inventory level or quantity demanded by 
distributors and quantity produced by producers. The above 
equations and statements are considered as first case. The 
three-echelon military supply chain model is accepted from a 
well-known model i.e. Lorenz model and described in Ref. 
[8].  

However, in military the major concern and purpose of 
optimizing the supply chain is warfare. During these 
situations, the military user communicates demand and 
expects the material supply with an immediate affect. In these 

situations, if supply lines are too long then it is extremely 
difficult to support the warfare operations. To reduce the time 
delay and to improve the supply flow from producer to the 
military user need to introduce a novel scenario. The new 
proposed model needs immediate deliver or transmission of 
material to the military user at war locations. However, the 
first case does not supply the material with an immediate 
affect during warfare.  

The second case seems to be more interesting as it could 
describe a realistic scenario (an emergency case) which can 
occur due to the malfunctioning of a significant number of 
arms or lack of ammunitions during warfare [11,12]. This is a 
specific case where a stretch forward action is needed to 
provide arms and ammunitions to military user. To satisfy the 
demand, a direct flow of material from supplier to military 
user is justified since the material flow thru distributor will be 
not only time consuming but also not appropriate as a situation 
can occur at the level of distributors (accident, some problems 
during transportation etc.). Therefore, this second case is an 
emergency scenario, which will be combines to the first case 
in order to describe a more realistic scenario. 

 
In military, war is an essential consequence, must be ready 

to move to the conflict location and need to carry the 
sufficient material. If the military users waiting time increases 
or delays then the flow of supply products are delayed, this 
gives unmanageable impression to entire military operations. 
The consideration of second case intends to deliver or 
transmission of material to the military user at war locations. 
While considering the second case, initially necessary to 
conceive the key points such as quantity produced, safety 
stock coefficient during emergency. 

Considering such a scenario, the supplier unit suppliers in 
both directions (zi: in the former direction in the directions 
through distributor) and (wi in a straightforward (direct) way 
(i.e. directly to military user)). 

Therefore: 
Additional 
Notations: 

wi quantity produced by producer (due to 
emergency) 

 l loose in safety stock coefficient (due to 
emergency) 

 (k-l) current safety stock coefficient 
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Under these considerations, equation (3) is modified as 
follows: 

111 )( −−− −+= iiii zlkyxz ……. (3′) 
Where by this new form of equation (3) takes into account 

the current safety stock. 
Further, the flow in the direction due to emergency is 

expressed as follows: 

11 −− −= iii lwkzw …………….. (4) 
Where 1−ikz  is the previous stock and 1−ilw is the quantity 

subtracted on the previous stock due to emergency case. 
There the following complete equations describe the 

scenarios envisaged in the second case: 

11 −− −= iii nxmyx …………...… (1) 

111 −−− −= iiii zxrxy ……………. (2) 

111 )( −−− −−= iiii zlkzxz  ……... (3′) 

11 −− −= iii lwkzw ………………. (4) 

CONCLUSION 
This paper was concerned with the modeling of material 

flow (arms and ammunitions) along a military supply chain. 
The structure of the proposed military supply chain is made up 
of a three-echelon. The first part of this work has dealt which 
a general overview which aimed to position the work and to 
explain current scenario encountered in military supply chain. 
The model process was inspired on that carried out in 
reference [8]. The first case showed a scenario along military 
supply chain which is comparable to that exhibited in a three-
echelon commercial supply chain. A comparative analysis 
aimed to show that this case could be modeled by the 
equations in reference [8]. However, the scenario in the first 
case has been shown not to be more realistic. Indeed many 
references (see references [11,12]) have shown an interesting 
scenario which currently occur in a military supply chain in 
addition to the scenario discussed in the first case. This 
interesting scenario in addition to the scenario case one could 
described a realistic scenario (an emergency case) which can 
occur due to the malfunctioning of a significant number of 
arms or lack of ammunitions during warfare [11][12] This 
paper has discussed such a scenario and appropriate model 
(i.e. set of equations) was proposed to model this scenario. 

The work in this paper is the first step towards complete 
modeling of the realistic scenario encountered in military 
supply chain. Therefore, it will of high interest the use of the 
proposed model to analyze various scenario that can be 
exhibited along military supply chain. This is an interesting 
issue as the results from the modeling process may be 
compared to the real scenario encountered in military supply 
chain in order to validate the proposed model. 
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Abstract—Aliasing constitutes a well-known drawback of di-
gital communication systems and causes time-invariable effects,
which affect the signal to noise ratio (SNR) at the digital receiver.
Orthogonal Frequency Division Multiplexing (OFDM) systems
suffer besides from intercarrier interference (ICI) caused by
the non-perfectly synchronized clock of the receiver. This work
focuses on the study of the effects caused by the interference of
these both system impediments. The infinite aliased copies of the
insufficiently filtered OFDM base-band spectrum generated at the
transmitter are additionally phase-distorted due to the sampling
frequency offset between the receiver and the transmitter. A
thorough analysis of the frequency components at every OFDM
subcarrier position at the receiver shows that the received power
is a periodical function of time. We explain how this effect
depends on the transfer function of the utilised reconstruction
and anti-aliasing low-pass filters as well as the value of the
sampling frequency offset and the transmission channel. Two
realistic as well as one unrealistic scenarios are investigated in
order to demonstrate the theoretically studied relationships.

Index Terms—Aliasing, Frequency Offset, OFDM, Synchro-
nization, Periodical Time-Variable Effect.

I. INTRODUCTION

Numerous advantages of the OFDM modulation technique
have led to the fact that it is nowadays widely used in standards
about data transfer over various mediums including telephone
cables, the air, powerlines etc. However, OFDM is very
sensitive to system’s imperfections caused by the disability to
perfectly fulfil important theoretical assumptions in practically
implemented systems. Such a theoretical consideration of
vital importance for every digital communication system, the
discussion of which is widely found in the literature (e.g. in
[1]), is the perfect low-pass filtering at the transmitter (recon-
struction filtering) and at the receiver (anti-aliasing filtering).

Especially in OFDM systems a number of implementation
issues concerning the computing power of modern digital
signal processors or the dispose of limited bandwidth have
contributed to the standardization of the policy to use the
lowest possible sampling rate. By exploiting the properties
of the discrete Fourier transform (DFT) in order to generate
and transmit a real signal it is a common practice to add
the complex-conjugated parts of the signal in the frequency
domain. As a consequence of the imperfections of the re-

construction filter frequencies near to the system’s Nyquist
frequency are occupied, which could obstruct the parallel
use of other systems that utilize these frequencies. Moreover,
because of the fact that the anti-aliasing filter is also imperfect
such frequency parts of the transmitted signal cause aliasing
at the receiver.

The limited accuracy of the sampling frequency oscillators,
which are utilized in every implemented OFDM system,
counts as an additional origin for difficulties and system
quality degradations. Intercarrier interference (ICI) and inter-
symbol interference (ISI) are the best examples of problems
caused by a sampling frequency offset between transmitter
and receiver [2], [3], [4]. The impact at the bit error rate is
actually visible for small sampling frequency offsets. Some
systems deal with the problem by measuring the offset and
correcting it by means of a voltage controlled oscillator or sig-
nal interpolation techniques (e.g. interpolation of the twiddle
factors [5]). Other systems use ICI correction methods [6], [7],
[8], [9]. However, for reasons of cost and computing resource
conservations or even simplicity and robustness other systems
tolerate the sampling frequency offset by using sophisticated
techniques e.g. differential phase modulation or timing offset
correction methods. Moreover, the accuracy of the methods
is limited and depends on the fulfilling of certain conditions,
which is particularly difficult if other effects (e.g. aliasing)
occur at the same time or if the channel’s transfer function is
still unknown.

Main objective of this work is the investigation of the effects
caused by the parallel existence of aliasing and a sampling
frequency offset, which is in different degrees the fact in every
implemented OFDM system. In many systems yet the effect is
particularly noticeable at the beginning of the link establish-
ment during the channel measurement. While considering a
number of different effects caused by the previously mentioned
system’s imperfections in section II we analyse the OFDM
signal in different interesting positions of the communication
path. Section III begins with a thorough discussion of the
effects caused by aliasing and a sampling frequency offset
alone. At the end of the part of the section that analyses
aliasing an exact formula for the power of the signal per
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Fig. 1. A typical OFDM system

subcarrier and symbol at the output of the receiver’s fast
Fourier transform (FFT) is provided. As next a discussion of
the effects that dominate in case of the interaction of aliasing
and a sampling frequency offset as well as the analysis of the
periodical time-variable received power effect caused by this
interaction follows. The results of the previous paragraphs are
used in section IV to demonstrate the effect in three different
scenarios and show how it can be approximately eliminated
and the work is closed by the conclusions.

II. THE OFDM SYSTEM

A typical OFDM system is shown in Fig. 1. At the trans-
mitter the information bits are separated into packets and
appropriately used as input of a modulator that calculates
M
2 − 1 complex values, the Fourier coefficients. These values

determine the amplitude αk,` and the initial phase φk,` in the
k-th OFDM symbol of M

2 −1 modulated subcarriers (hereafter
also called ”useful” subcarriers), where ` denotes the subcar-
rier index (1 � ` � M

2 −1). Note that the subcarrier with zero
index is not used because it produces zero frequency signal
parts, which cannot be practically used. In order to produce
a real signal at the output of the transmitter a well-known
property of the FFT is utilised according to which the output
of the inverse FFT (IFFT) is real only when the description of
the basis-band output signal in the frequency domain (the input
of the IFFT) is complex-conjugated symmetrical. For that
reason the rest of the M

2 − 1 subcarriers (hereafter also called
”useless” subcarriers as they can carry no extra information)
are modulated with the same amplitude and the opposite phase
of their correspondent ”useful” subcarrier (subcarrier index
symmetrical to M

2 ). Due to the fact that the signal is discrete
described the hypothetical spectrum of the digital transmitted
signal is composed of infinite copies of the ”useful” and the
”useless” subcarriers, that are moved by multiples of 2π to
other frequency areas, which is graphically illustrated in Fig. 2.
After the IFFT with length M the discrete time domain signal
of subcarrier ` reads:

xk,`[n] =αk,` · (
1
2
e j(Ω`n+φk,`) +

1
2
e−j(Ω`n+φk,`))

· rect M [n− (M − 1)/2] ,

where Ω` = 2π `
M denotes the angular frequency normalised

to the sampling frequency fs and

rect M [n] =

{
1 , |n| ≤ M−1

2

0 , otherwise

denotes a discrete rectangular sequence. The transmitted power
per symbol is then given by:

Pk,` =
α2

k,`

M

M−1∑

n=0

cos2(Ω`n + φk,`) =
α2

k,`

2
(1)

In order to depict the fact that before the reconstruction filter
the OFDM signal contains infinite, periodically copied ”use-
ful” and ”useless” subcarriers we assume that the transmitter
always sends the same information bits at all subcarriers and
every subcarrier is loaded with the same power. Considering
the fact that the discrete Fourier transform of a discrete
rectangular sequence is a Dirichlet function the frequency
domain signal reads:

X(Ω) =αk,`π

+∞∑

i=−∞
e jφk,` · di (Ω− Ω` − 2πi)+

αk,`π

+∞∑

i=−∞
e−jφk,` · di (Ω + Ω` − 2πi)

After the FFT and a parallel to serial converter the data
are given to the DAC. As already mentioned the DAC and
ADC are normally of type ”sample and hold” and will be
hereafter handled as filters with the following transfer function
(ideally exactly the same fs is utilized at the transmitter and
the receiver):

Hda(Ω) = Had(Ω) = si (ΩTs/2) · e−jΩTs/2 (2)

The si- shape of Hda is caused by the fact that every sample
is held until the next comes, which means that the sample val-
ues are multiplied with a rectangular function (rect ( t−Ts/2

Ts/2 )),
the Fourier transform of which is a si function.

The output of the DAC is connected to the reconstruction
filter. This is an analog low-pass filter, which attenuates the
”useless” subcarriers and the continuously periodical copies
of them and those of the ”useful” subcarriers. Depending on
the form and grade of the realised reconstruction filter the
amplitudes at the infinite frequency positions of the transmitted
signal are decreasing with frequency to almost but not exactly
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(ak,`,−φk,`)(ak,`, φk,`)(ak,`,−φk,`)(ak,`,−φk,`)(ak,`, φk,`) (ak,`, φk,`)(ak,`,−φk,`)(ak,`, φk,`)

−π−3π −2π π 2π 3π−4π Ω4π0

Fig. 2. Graphical illustration of the ”useful” and ”useless” subcarriers

zero. As a consequence of this fact the continuous output
signal x(t) of the OFDM transmitter consists of infinite cosine-
shaped signals most of which are heavily attenuated.

As next the output of the OFDM transmitter is further
attenuated and phase-rotated by the transmission channel.
Because of the fact that the scope of this work is to analyse and
demonstrate time-variable effects caused by the OFDM system
itself we assume that the transfer function of the channel
does not change within one OFDM symbol, a sufficient guard
interval is used and that the noise samples all over the
transmission path are equal to zero.

At the receiver the continuous time signal is first filtered
from the anti-aliasing low-pass analog filter. Afterwards it is
passing through the ADC, where it is sampled with the sam-
pling frequency f

′
s of the local oscillator, which is generally

unequal (very close though) to fs and once again si-shaped
filtered. At this position of the communication path aliasing
as well as a frequency shift of the aliased components of the
signal and other effects, which will be thoroughly discussed
in the next session, occur.

III. INTERACTION OF ALIASING AND A SAMPLING
FREQUENCY OFFSET

As already mentioned main goal of this paragraph is to
investigate the effects, which are caused due to the parallel
existence of aliasing and a sampling frequency offset. For that
reason and in order to provide a distinct analysis we divide
it in three main parts. At first the effects caused by aliasing
alone are explained and the received power per subcarrier is
analytically computed in case of a zero sampling frequency
offset by hypothetically applying a IFFT after the FFT at
the receiver in order to get the time domain signal (in that
way calculations are simplified). In that case the power per
subcarrier remains the same before and after the FFT because
there are no leakage effects [10]. As second, we assume
perfect reconstruction and anti-aliasing filters and discuss the
effects originating from the sampling frequency offset. Finally,
the effects are combined and formulas, which show that the
received power is a periodical function of time, are given.

A. Aliasing

Considering Fig. 1 aliasing is a phenomenon that occurs
due to the sampling after the ADC. Actually, aliasing occurs
always in real OFDM systems because the amplitude of the

π 2π
Ω

0

Fig. 3. The effects of aliasing in the interesting (for the FFT) spectrum

infinite - already generated at the transmitter - ”useful” and
”useless” subcarriers is never ideally attenuated (by the low-
pass filters) to zero. Due to the sampling at the receiver
the remaining frequency blocks shown in Fig. 2, which are
already non-ideally filtered by the reconstruction and the anti-
aliasing filter, are again infinitely copied to the correspond-
ing frequencies, which are the original frequencies of the
transmitted subcarriers (the ”useful” lie between zero and π
and the ”useless” between π and 2π) shifted by multiples of
±2π. As a consequence of this fact and in respect to the
sampling theorem the receiver by using the FFT ”looks” to
the frequencies between zero and π and reads more power
as it was originally transmitted at the subcarrier positions `.
This extra power is coming from the aliased subcarriers, which
were originally lying in frequency areas, which are the exact
subcarrier positions ` plus all the infinite multiples of ±fs. The
same happens for the complex conjugated of them (shown in
Fig. 3) from π to 2π.

If we now assume a zero sampling frequency offset then
no additional effects (e.g. leakage) are caused during the FFT.
Because of the fact that it is more convenient to make the
calculations shown below in the time domain we assume that
we have applied the IFFT to the signal at the output of the FFT
again. Because the FFT causes no leakage the output of the
hypothetically applied IFFT is the same as the input of the FFT
before. If we theoretically separate the time samples of the
different subcarriers then we can use yk,`[n] shown in Fig. 1
in order to calculate the received power of the signal after
the FFT per subcarrier and OFDM symbol, which is in case
of aliasing alone the same as the power per subcarrier before
the FFT and eventually the deciding value for the system.
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Regarding that zero noise samples are assumed we can express
the signal after the ADC as follows:

yk,`[n] =

+∞
X

i=0

αk,` |H(iM + `)| cos(Ω`n + φal(iM + `))+

+∞
X

i=1

αk,` |H(−iM + `)| cos(Ω`n + φal(−iM + `)) ,

(3)

where |H(iM + `)| is the total absolute signal attenuation of
the ”useful” subcarriers (and all its infinite copies) and given
by:

|H(iM + `)| = |Hrf (iM + `)| · |Haf (iM + `)| · |Hc(iM + `)| ·
· |Hda(iM + `)| · |Had(iM + `)| (4)

As we already explained in section II the attenuation is caused
by the reconstruction and anti-aliasing filters, the channel and
the non-ideal ADC and DAC. The total phase rotation φal for
the ”useful” subcarriers reads:

φal(iM + `) =φrf (iM + `) + φaf (iM + `) + φc(iM + `)

+ φda(iM + `) + φad(iM + `) + φk,`

= φe(iM + `) + φk,` , (5)

where φe is caused by the filters, the channel, the ADC/DAC
and φk,` by the modulated data.

In respect to Fig. 3 we notice that a part of the aliased sub-
carriers (the ones which were originally lying in the frequency
positions iM + `) keep their phases and another part (the
ones which were originally lying in the frequency positions
iM − `) have to negate their phases. In order to explain this
one should consider that the part of the aliased subcarriers that
get their phases negatived are the complex conjugated from the
”useless” subcarriers and were actually positioned in negative
frequencies (−iM +`). Another way to understand this would
be to hypothetically position imaginary half-permeable mirrors
at zero, π, 2π etc. and imagine that the mirrors transfer the
information from the right to the left from +∞ until zero. That
means that these aliased subcarriers inherit the amplitude of
the ”useless” subcarriers (|H(−iM + `)| = |H(iM − `)|), but
get the negative phase:

φal(−iM + `) = φrf (−iM + `) + φaf (−iM + `) + φc(−iM + `)

+ φda(−iM + `) + φad(−iM + `) + φk,`

= −φrf (iM − `) − φaf (iM − `) − φc(iM − `)

− φda(iM − `) − φad(iM − `) + φk,`

= −φe(iM − `) + φk,` = −φal(iM − `) (6)

If we now calculate the received power per symbol and

subcarrier we get:

P
′
k,` =

1

M

M−1
X

n=0

y2
k,`[n] =

1

M

M−1
X

n=0

(

+∞
X

i=0

A +

+∞
X

i=1

B)2

=
1

M

M−1
X

n=0

(

+∞
X

i=0

A)2 +
1

M

M−1
X

n=0

(

+∞
X

i=1

B)2

+
2

M

M−1
X

n=0

(

+∞
X

i=0

A ·
+∞
X

i=1

B) , (7)

where:

A = αk,` · |H(iM + `)| cos(Ω`n + φal(iM + `))

and

B = αk,` · |H(iM − `)| cos(Ω`n− φal(iM − `))

It can be shown that for every θ, φ, ρ ∈ [0, 2π]:

2 cos(θ + φ) · cos(θ + ρ) = cos(φ− ρ) (8)
+ cos(2θ) · cos(φ + ρ)− sin(2θ) · sin(φ + ρ)

That means that for every φ1, φ2 ∈ [0, 2π]:

M−1∑

n=0

(2 cos(Ω`n + φ1) cos(Ω`n + φ2)) = M · cos(φ1 − φ2)

because:

M−1∑

n=0

cos(2Ω`n) =
M−1∑

n=0

sin(2Ω`n) = 0

By using (1) we can calculate the double sums in (7) as
shown below:

1

M

M−1
X

n=0

(

+∞
X

i=0

A)2 = Pk,`(

+∞
X

i=0

|H(iM + `)|2

+

+∞
X

j=0

+∞
X

i=0

|H(jM + `)| · |H((i + 1)M + `)|

· cos(φal(jM + `) − φal((i + 1)M + `))) = C · Pk,` (9)

1

M

M−1
X

n=0

(

+∞
X

i=1

B)2 = Pk,`(

+∞
X

i=1

|H(iM − `)|2

+

+∞
X

j=1

+∞
X

i=1

|H(jM − `)| · |H((i + 1)M − `)|

· cos(−φal(jM − `) + φal((i + 1)M − `))) = D · Pk,` (10)

2

M

M−1
X

n=0

(

+∞
X

i=0

A ·
+∞
X

i=1

B) = Pk,`

+∞
X

j=0

+∞
X

i=1

|H(jM + `)| ·

|H(iM − `)| · cos(φal(jM + `) + φal(iM − `)) = E · Pk,` (11)

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

55



That means that the power for every subcarrier at the
receiver (after the FFT) is directly dependent of the transmitted
power at the same frequency as shown below:

P
′
k,` = (C + D + E)Pk,` (12)

Because the filters’ and the channel’s attenuation factors and
phases are constant with time (that means that C,D and E are

also independent of time) the value
P

′
k,`

Pk,`
remains also constant

with time. Furthermore, it can be shown that the series which
are added in C, D and E are converging when using Butter-
worth or Chebychev low-pass filters. This happens because
|H(iM − `)| < 1 and |H((i + 1)M − `)| < |H(iM − `)|.
Finally, the larger the filter’s order the less the error that is
done when a small finite number of ”useful” and ”useless”
subcarriers is used for the calculation of the power at the
receiver.

B. Sampling Frequency Offset
In the second step of the analysis we discuss the effects

originating from the sampling frequency offset ∆fs alone. For
that reason we assume perfect channel conditions as well as
perfect initial timing synchronization and low-pass filtering.
In this case the sampling frequency at the receiver is slightly
different as at the transmitter, which means that the M equidis-
tant subcarrier positions of the FFT at the receiver do not meet
the maximum locations of the Dirichlet functions. Indeed, the
positioning error grows for larger subcarrier positions and the
orthogonality of all the subcarriers is destroyed (ICI occurs).
This fact is responsible for the generation of three effects: a)
every subcarrier is slightly attenuated (Hdi ) and phase rotated
(φdi ), b) ICI noise is added to every subcarrier and caused
by all the other used subcarriers and c) a constantly growing
timing offset occurs. The ICI attenuation, which is plotted in
Fig. 4 for M = 128, depends on the subcarrier index, the
FFT-length and the value of the sampling frequency offset
and reads:

Hdi (`) = di M (
`

M
· ∆fs

fs
) , (13)

where di M denotes the Dirichlet kernel [11].
As it can be clearly seen in Fig. 4 the Dirichlet attenuation

is very small for realistic values of the normalized sampling
frequency offset ∆fs

fs
e.g. 10−100 ppm. The same applies for

the phase rotation. The second effect of ICI is the noise added
to every subcarrier caused by every other subcarrier because
the orthogonality is lost. The amplitude of the ICI noise can
be written as a sum of noise amplitudes:

Nici(f
′
`) = αk,`

M
2 −1∑

`=1,`6=`′

di M (f
′
` − f`) , (14)

where f
′
` = `

f
′
s

M are the new subcarrier frequency positions at
the receiver.

The ICI noise power reads:

Pici(f
′
`) = α2

k,`(

M
2 −1∑

`=1,`6=`′

di M (f
′
` − f`))2 (15)

Fig. 4. ICI attenuation due to the sampling frequency offset for M=128

The ICI noise power is a size that is practically neglectable
because it is very low for small offsets, so that for 100 ppm
the SNR is always larger than 60 dB if no other noise source
than ICI exists.

The last effect that is caused by a tolerated sampling
frequency offset is a timing offset, which is constantly growing
with time if not corrected. Of course, in order to achieve stable
OFDM links the timing offset should be always corrected
by a correction algorithm. However, there are systems that
do not correct the timing offset during the channel and SNR
measurement. If so, the phase of every subcarrier is growing
with time as shown below:

φ∆T (`) = 2π`k(1 + γ) , (16)

where γ = ∆Ts

Ts
is the normalized sampling period offset and

is related to the sampling frequency offset according to:

γ =
∆Ts

Ts
= (

1

f ′
s

− 1

fs
)fs = −∆fs

f ′
s

, (17)

which means that for small values of the normalized sampling
frequency offset (e.g. 10-100ppm) γ is approximately its
negative.

From (16) it is clear that the phase rotation due to a
continuously growing timing offset (caused by the uncorrected
sampling frequency offset) is linearly growing with time (here
the symbol index k). Also, the larger the frequency position
of the subcarrier the larger the increase of the phase rotation.
This fact applies, of course, for all the infinite ”useful” and
”useless” subcarriers and is essential for the explanation of
the periodicity of the received power, which is discussed in
the following paragraph.

C. Aliasing and a Sampling Frequency Offset

A more realistic approach, where real low-pass filters and
non-ideal sampling frequency oscillators are utilized, is analy-
sed in the present subsection. In this case all the effects
described in the previous paragraphs are combined in a rather
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complicated way. All the ”useless” as well as all the ”useful”
subcarriers at the receiver do not meet the exact frequencies of
the transmitter so that the infinite alias subcarriers’ frequencies
slightly differ from each other. As a consequence after the FFT
ICI occurs, where the noise is even larger than in the case
described in the previous paragraph because all the aliased
subcarriers contribute to the generation of the ICI noise.
Furthermore, because of the leakage in the FFT the power
of every subcarrier after the FFT is less than its power before
it. However, as we already showed the ICI attenuation and
phase rotation as well as the ICI noise are so low for realistic
values of the frequency offset that they can be practically
neglected. As a consequence, we can assume that these effects
are minimal and again yk,`[n] can be used for the calculation
of the power.

In respect to the discussion given at the previous paragraph
the effect, which results from the sampling frequency offset
itself and should be taken into consideration in the combined
case is the constantly growing phase rotation φ∆T . That means
that the new phase rotation of the infinite ”useful” subcarriers
and of the complex conjugated ”useless” subcarriers, which
are used for the calculation of the received power, read:

φal,fo(iM + `) = φal(iM + `) + φ∆T (iM + `) (18)

φal,fo(−iM + `) = −φal(iM − `) + φ∆T (−iM + `) (19)

So, if one calculates the new received power then the form of
(12) remains, but the arguments of the cosines in C, D and E
change. The new arguments read:

φC =φal,fo(jM + `) − φal,fo((i + 1)M + `) =

φe(jM + `) + φe((i + 1)M − `) + 2πk(j − i − 1)M(1 + γ)
(20)

φD = φal,fo(−jM + `) − φal,fo(−(i + 1)M + `) =

− φe(jM − `) − φe((i + 1)M − `) − 2πk(j − i − 1)M(1 + γ)
(21)

φE =φal,fo(jM + `) − φal,fo(−iM + `) =

φe(jM + `) − φe(iM − `) + 2πk(j + i)M(1 + γ) , (22)

for the cosines in C, D and E respectively. By combining (12),
(9), (10), (11), (20), (21) and (22) we get the final formula that
gives the received power for every subcarrier and symbol in
case of aliasing and a sampling frequency offset.

Considering the new form of the arguments in the cosines in
C, D and E and the forms of C, D and E itself it can be easily
derived that the received power is a periodical function of time
(here expressed by the OFDM symbol index k). Moreover,
the function contains infinite frequencies, the values of which
depend on the normalized sampling frequency offset and the
FFT-length. Finally, the more the indices i and j in the sums
grow the more the amplitudes of these frequencies tend to
become zero.

IV. THREE DEMONSTRATING SCENARIOS

In the last section the periodical time-variable effects affect-
ing the received power are demonstrated using the formulas
given above. The three following scenarios are examined: a)
No reconstruction and no anti-aliasing filter is utilized, b)
two 4th order Chebychev filters are used as reconstruction
and anti-aliasing filters, c) two 6th order Cauer filters are
utilized. Please note that because of the fact that the scope of
this work is to analyse phenomena resulting from the OFDM
system itself we have normalized the channel’s coefficients to
1. Finally, the normalized sampling frequency offset was kept
rather small in the value of 10ppm, the chosen FFT-length was
512 and the transmitted power per subcarrier was normalized
to 1.

In the first scenario an unrealistic situation, where no low-
pass filters are used is shown. This is actually the worst case
for the power at the receiver because the amplitudes of the
aliased subcarriers are maximized. In section II it was shown
that conventional ADC and DAC of type ”sample and hold”
behave like filters with a characteristic spectrum that has the
form of a si function, which is plotted in Fig. 5. It can be
easily seen that the ADC/DAC comprise rather bad ”filters”
because they not only hardly attenuate the frequencies that
cause aliasing (from the half of the normalized sampling
frequency to +∞) but also insert an attenuation that has a
maximum of almost 4dB in the transmission band (from zero
to the half of the normalized sampling frequency). Another
important observation is that the attenuation is growing slowly
so that it is expected that more than the first aliased frequencies
(from 0.5 to 1 - the first ”useless” subcarriers) are playing an
important role in the form of the received power.
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Fig. 5. AD/DA filter’s attenuation

Fig. 6 shows the received power at different time points
(the OFDM subcarrier index k was changed from 1 to 100)
along the frequency in the first scenario. The attenuation of
the first ”useful” subcarriers as well as the time dependency
are clearly observable. The effect is actually so powerful that
hardly the first subcarriers could be theoretically utilized for
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a data transfer in this case, which would be of course not
done because there could be other sources for aliasing than
the OFDM system itself so that even the first subcarriers are
destroyed. Actually, the worst fact when the received power
has the characteristic shown in Fig. 6 is not the attenuation of
the utilized subcarriers but the time-variability and the large
jumps in the values of the received power that is destroying
the SNR. Please note that during the simulations we have
sequentially used a growing number of aliased subcarriers
starting with the first ”useless” (from 0.5 to 1) and the second
”useful” (from 1 to 1.5) ones. Thereby we noticed that after
the third period (from 2.5 to 3.5) no remarkable impact was
seen in the generated figures. It was furthermore observed that
changes in the normalised frequency sampling offset didn’t
affect the form of the 2-D plot but only the period of the
power’s fluctuation, which is clear due to the form of (20), (21)
and (22). This fact can be easily seen by the corresponding
3-D plots (simulations done for different values of γ), where
the third dimension is the time and which are not shown for
reasons of redundancy.
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Fig. 6. Received power in the first scenario

In the second scenario we investigate the case, where two
4th order Chebychev filters are utilized (attenuation plotted
in Fig. 7 - ripple equal to 0.125dB). This is a realistic
scenario, where most of the aliased subcarriers are sufficiently
filtered and the filters are relatively easy to implement. Fig. 8
shows the received power per subcarrier in that case. The
first ”useful” subcarriers are again attenuated by the ADC
and the DAC and more than 50 subcarriers are severely
affected by the effects. In order to demonstrate how large the
power’s fluctuation is we assumed that the ADC and DAC are
perfect (attenuation caused equals zero), which is even more
realistic because the reconstruction and anti-aliasing filters are
normally designed in a way that the attenuation caused by the
ADC and the DAC is almost eliminated. The results are plotted
in Fig. 9. The received power fluctuates in a way that even
more power (coming from the aliased subcarriers) than given
at the specific frequencies is received according to the OFDM

symbol index. During the simulations we observed that for
the specific filters only the first ”useless” subcarriers caused
noticeable aliasing effects.

0 0.5 1 1.5 2 2.5 3 3.5 4
−80

−70

−60

−50

−40

−30

−20

−10

0

f/f
s

|H
rf

(f
/f

s)| 
(d

B
)

Fig. 7. Anti-aliasing/reconstruction filter’s attenuation - Chebychev 4th order

50 100 150 200 250

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

`

P
′ k
,`

Fig. 8. Received power in the second scenario

In the last scenario two 6th order elliptic (Cauer) filters
were used. This is a more optimistic case because the filters
are more complicated to implement. From the form of the
received power (see Fig. 11, Fig. 12) it is clear that this is the
best scenario as the received power remains rather constant
in time for the most subcarriers. However, even in this case
there are subcarriers near the Nyquist frequency, which are
heavily affected and improper for data transfer. This happens
because the filters are not steep enough to provide enough
attenuation near the Nyquist frequency so that the impact of
the first aliased subcarriers is still quite noticeable.

Generally, the fluctuations in the received power grow with
the subcarrier index. Actually, the 2-D form of these changes
resembles a bouquet of flowers (”Blumenstrauss” in German),
which is rotated 90◦ (see Fig. 8, 9, 11 and 12). This is rather
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Fig. 9. Received power in the second scenario (perfect AD/DA assumed)
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Fig. 10. Anti-aliasing/reconstruction filter’s attenuation - Cauer 6th order

expected because the least filtered frequencies, where the first
aliased subcarriers lie, are mirrored in the frequency area
between zero and π (see Fig. 3) so that the highest frequencies
(close to the Nyquist frequency) are mostly affected. The
length of the ”stick” of the bouquet as well as the thickness of
the ”flowers” in the bouquet increases with the abruptness of
the low-pass filter (e.g. compare between Fig. 9 and Fig. 12)).

From the results shown in this section it is also clear
that most of the theoretically infinite aliased subcarriers play
practically no role in the changes of the received power in
time. The filtering threshold lies approximately by -25dB,
which means that if normal low-pass filters are utilized, only
the subcarriers lying between π and 2π can be used to predict
the form of the received power and decide whether the filter
is good enough or if some subcarriers should be left out of
the transmission scheme. Indeed, the exception of at least one
subcarrier (the next one near the Nyquist frequency) seems to
be unavoidable if the OFDM system is designed in the way we
have described in this work. The number of these subcarriers is
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Fig. 11. Received power in the third scenario
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Fig. 12. Received power in the third scenario (perfect AD/DA assumed)

yet dependent on the FFT-length (the larger M is the narrower
the available transition bandwidth for the low-pass filters is for
a given sampling frequency) and the filter’s characteristic. That
is why these system parameters should by carefully chosen in
respect to the given analysis and the system’s specifications.

V. CONCLUSIONS

In this work the effects caused by the combination of two
well-known drawbacks of OFDM systems, namely aliasing
and a sampling frequency offset, were analysed. It lies in the
nature of OFDM that even small sampling frequency offsets
cause large phase rotations to the utilized subcarriers, which
depend on the subcarrier’s frequency and the symbol index.
The parallel existence of aliasing yet results in a combined
effect, where the aliased subcarriers, which are heavily phase
rotated as they lie in large frequencies, are added to their corre-
sponding subcarriers, which lie between zero and the Nyquist
frequency and are therefore less phase rotated. The result of
these theoretically infinite additions is a large fluctuation of
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the received power, which grows with the subcarrier’s index,
the FFT-length and the inverse of the attenuation factors of the
utilized low-pass filters. Due to the power fluctuations, which
can be exactly calculated using the given formulas, there are
severe degradations in the SNR, which can eventually lead
to the exclusion of some subcarriers from the transmission
scheme.
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Abstract—In this paper an issue of mentality simulation in 
cellular automata (CA) models of pedestrian traffic is addressed. 
Anticipation, as one of the major mental properties, plays an 
important role in behavior of real pedestrians, allowing them to 
use additional information in a form of sensual perception, 
knowledge and experience, etc. for optimization of their 
trajectories. Here we propose an approach to implementation of 
anticipation property in CA models and discover a relation 
between anticipation and spatial de-localization of interactions. A 
number of simulation experiments demonstrated consistency of 
the proposed approach and revealed some specific features. 

Keywords—cellular automata; models of pedestrian traffic; 
anticipation 

I.  INTRODUCTION 
One of the numerous applied fields, where cellular 

automata proved to be an extremely powerful tool, is 
modeling of pedestrian crowd motion [1], [2]. Having started 
from quite simple models inherited from physics, researchers 
are developing more and more sophisticated ones with a trend 
towards an introduction of mentality accounting into these 
models [3]. However, such “humanization” of a cellular 
automaton (CA), that is “mechanistic” by its nature, may 
demand changes not only in local rules, but also in the 
structure or in the pattern of interaction of cells. Basic 
property of a classical CA is locality of all interactions, both 
spatial (every cell interacts only with several neighbors) and 
temporal (next state of the CA is determined only by its 
current state). At the same time, when it comes to simulation 
of real crowds, this locality assumption is not always 
consistent, as pedestrians can somehow be informed about the 
situation beyond their immediate neighborhood (e.g. from 
visual observation or from notification systems). They can 
also use this information to predict the situation for several 
steps ahead and use these forecasts for optimization of their 
trajectories, a phenomenon, usually referred to as 
“anticipation” [4], [5]. Thus, the next step in development of 
the model is its de-localization, i.e. construction of a system 
lying in-between completely localized system (e.g. CA) and 
completely decentralized system (e.g. ANN1). 

                                                           
1  1 ANN – artificial neural network 

II. A BRIEF DESCRIPTION OF THE BASIC MODEL 
All the models presented here are based on a CA discrete 

in space and time. Thus, the model is [3]: 
• microscopic: every pedestrian is simulated by a 

separate cell; 

• stochastic: local rules contain random values; 

• space- and time-discrete. 

The basic assumptions behind the model are: 
• dynamics of pedestrian motion can be represented by a 

CA; 

• global route is pre-determined; 

• irrational behavior is rare; 

• persons are not strongly competitive, i.e. they do not 
hurt each other; 

• individual differences can be represented by 
parameters determining the behaviour. 

A CA has two layers (Fig. 1). The first one – data layer – 
embeds the information about the geometry of the scene, i.e. 
placement of pedestrians and obstacles. Every cell in this layer 
has 3 possible states: “empty”, “obstacle”, “pedestrian”. 

The second layer embeds a vector field of directions and 
stores the information about the global route. This field of 

a)                                                               b) 

Figure 1. Structure of the model 
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directions is constructed so that to minimize evacuation time 
of a sole pedestrian. If there are several possibilities at a 
particular point, they are considered to be equally probable. 

At every time step, for every pedestrian probabilities of 
shift for all the directions are being computed according to the 
following principles: 

• if a target cell is occupied (by obstacle or other 
pedestrian), the corresponding probability is set to 0; 

• pedestrians try to follow the optimal global route. 

At every step the order of pedestrians’ shifts is randomly 
chosen. Persons differ in their maximum speed. These 
differences are implemented via division of every time step 
into Vmax sub-steps t0..tVmax. An i-th person tries to move at a 
sub-step k only if vi<k, where vi – his maximum speed. 

III. ANTICIPATING PEDESTRIANS 
Starting from the described above basic model, a 

pedestrian, capable of foreseeing the situation within his 
neighbourhood and accordingly optimizing his movement, 
may be generated. Further, a pedestrian possessing this 
property will be referred to as anticipating pedestrian.  

As it was mentioned above, at every step a person 
determines probabilities of shift (Рk, k=1,2,3,4). These are 
these values that may be subjected to influence of anticipation. 
Let’s assume, that pedestrians try to avoid collisions, i.e. a 
person tries not to move into a particular cell of his 
neighbourhood if (as he predicts) it will be occupied by 
another person at the next time step. This may be achieved by 
changing the probabilities in the following manner: 

 )1( ,occkkk PPP ⋅−⋅→ α , (1) 

where α – free parameter expressing influence of anticipation, 
Рk,occ – probability of occupation of k-th cell in the 
neighborhood by one of the neighbors. It is quite natural, that 
values Рk have to be normalized, so that their sum =1 (if at 
least one of them >0). It should be mentioned, that in this case 
all the pedestrians are assumed to have equal rights. If α is set 
to 1, a situation, when two pedestrians attempt to let each 
other move and stand still, may occur. Such deadlocks can be 
completely excluded only by selecting the value of α less then 
1, however, the number of them can also be minimized by 
granting certain (e.g. fast-moving) pedestrians privileges. In 
this case the shift probabilities will be transformed into: 

 ))1(1( ,
max

occkkk P
v

vPP ⋅−⋅−⋅→ α . (2) 

It means that the fastest pedestrians do not take care of 
others, while slowly moving ones try to make way for those 
moving faster. By using in (2) a somewhat greater value 
instead of vmax, the fastest pedestrians may be forced to be 
more “polite”. 

As it was shown above, anticipation is closely related to 
ability of foreseeing the system state, so the issue of how do 
the pedestrians predict (in other words, how do they compute 

Pk,occ) remains open. Two variants were considered: 
observation- and model-based prediction. The first variant is 
based upon the assumption that pedestrians preserve direction 
of their movement. So, Pk,occ may be considered to be a linear 
function of the number of pedestrians “looking” at the k-th cell 
(the direction of their look is defined by the direction of their 
previous shift): 

 
M
mP occk =, , (3) 

where m – number of pedestrians “looking” at k-th cell; M = 
<number of cells in the neighborhood>-1, in our case M = 3. 
Such an approach, though being the most simple and natural, 
is, at the same time, the least accurate. Thus, for the sake of 
comparison, the second approach was considered, according to 
which a target pedestrian for every cell of his neighborhood 
computes Pk of its neighbors (excluding himself) and the 
resulting probability is defined as follows: 

 ∑∑∑
≠≠≠=

+−=
kjji

kjij
ji

i
i

iocck PPPPPPP
,

3

1
, . (4) 

It is quite evident that this approach allows more accurate 
evaluation of Pk,occ, while being somewhat unnatural, as every 
pedestrian must know behavioral models of the others. 
A number of experiments were held and typical performance 
of all the mentioned configurations of the model is given 
below (Fig. 2). 

The results of simulation reveal the fact, that granting fast-
moving pedestrians a priority results in greater overall 
evacuation time, thus making little sense. On the other hand, 
the more accurately Pk,occ are computed, the better the 
performance. This proves the consistency of the proposed 
method of anticipation accounting (given by (1)). 

Figure 2. Performance of different configurations of anticipating 
pedestrians’ model. (Е/Р – equality/priority of fast-moving pedestrians; 

О/М – observation-/model-based prediction). 
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IV. SPATIAL “DE-LOCALIZATION” 
In the previous section an anticipating pedestrian was 

generating his prediction based on non-anticipating model of 
his neighbors. Thus, it is quite straightforward to make his 
prediction more accurate by involving an anticipating model 
of neighbors. For that, every pedestrian (within the 
neighborhood of radius 2) is subjected to the procedure 
described in section 3 for target pedestrian: calculation of Pk, 
calculation of Pk,occ (4) and correction of Pk (1). It is evident, 
that in this case cells lying at a distance of 3 from the target 
pedestrian (center of the neighborhood) are involved in 
evaluation of Pk,occ. At the same time, pedestrians standing 2 
cells apart from the center used non-anticipating model of 
their neighbors (standing 3 cells apart from the center). If they 
have used anticipating model instead, pedestrians standing 4 
cells apart from the center of the neighborhood would have 
become involved. Thus, a neighborhood is growing until it 
“covers” the entire scene (Fig. 3). 

It is clear that this process of neighborhood growth must be 
interrupted at a certain step, because of two reasons (theoretic 
and computational): 

• every next step destroys spatial localization of the 
model, thus contradicting the hypothesis of local 
information (a pedestrian does not know what is 
happening beyond his neighborhood); 

• growth of the neighborhood makes the model more 
computationally intensive. 

Time-cost of calculation of probabilities Pk for one 
pedestrian is defined by the number of cells in his (extended) 
neighborhood. In our case (4-cell elementary neighborhood) 
this number makes up: 

 222 ~1)1( rrr −++ , (5) 

where r – radius of an extended neighborhood.  
So, this radius should be limited by a certain value, 

through which different extent of information distribution may 
be simulated. From a point of view of the target pedestrian, 
this may be given the following interpretation: all the 
neighbors inside the extended neighborhood are considered to 
be anticipating, unlike those standing on a border. On the 
other hand, pedestrians on a border may be also considered to 
be anticipating under an assumption that there are no 

pedestrians beyond the neighborhood (in this case for these 
pedestrians holds Pk,occ = 0). 

The described above scheme may be implemented via the 
following algorithm: 

 
<neighborhood initialization:  
neighborhood of radius r around the target pedestrian is filled 
with data from the corresponding area of the CA field> 
repeat N times 
{ 
 for (all empty cells){ 
  calculate Pk,occ: 

 ∑∑∑∑
≠≠≠≠≠≠=

−+−=
lkji

lkji
kji

kjij
ji

i
i

iocck PPPPPPPPPPP
4

1
,  (6) 

 } 
 for (all pedestrians){ 
  correction of Pk: 

 
k

kocck
occk P

PP
P

−
−

=
1
,'

,  (7) 

 )1( '
,occkkk PPP ⋅−⋅= α  (8) 

 } 
} 

 
It is quite straightforward, that if r=2 and N=1 we have the 

model described in section 3 (lowest curve in Fig.2), if r>2 
with growing N distant pedestrians start affecting each other, 
however this influence decreases exponentially with distance. 
On the other hand, a problem of finding optimal value of N 
emerges. It is evident, that values less than [(r+1)/2] make no 
sense, as information spreads with a “speed” of 2 cells per 
iteration and cells beyond radius of 2N are simply excluded 
from consideration. Also, growing N increases the time-cost of 
the model (linearly). So, there are two major questions to be 
answered: 

1) will the further growth of N positively affect 
pedestrians’ performance; 

2) is there an optimal value of N that provides minimum 
evacuation time. 

In order to answer these questions numerous simulations 
were held. First of all, we have found that growth of N has a 
positive effect on the model performance, as it decreases the 
overall evacuation time (see Fig. 4). However, the slope of the 
curve decreases in exponential fashion, so, on one hand, there 
is no definite optimal value (or interval) for this parameter. On 
the other hand, interval 5..7 seems for practical purposes 
optimal as further growth of N has little effect. 

Secondly, a typical relation between optimal values of α 
and N was discovered (see Fig. 5). 

Figure 3. Growth of the neighborhood inducted by anticipating 
model. 
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V. CONCLUSIONS 
In this paper we have incorporated an anticipation property 

into a CA-based model of pedestrian traffic. It was 
demonstrated, how this property may be simulated via quite a 
simple mechanism and what impact it has on the overall 
performance of the crowd of pedestrians. The one inherent 
feature of anticipation is a requirement for additional 
information, based on which a pedestrian tries to optimize his 
trajectory. As pedestrians move in space, they need to have an 
idea about what obstacles they will face further on their way. 
Thus, a need of additional space-related information and, 
therefore, certain spatial de-localization occurs. In our case, a 
pedestrian was provided with relevant information via 
extension of his neighborhood. We have tried providing a 
pedestrian with another type of information – knowledge 
about the model of behavior of others. Though not being 
critical within the described framework, this additional 
information improved the performance of the crowd. 
The approach described allows simulating an arbitrary extent 
of spatial information distribution by varying the radius of 
extended neighborhood. At the same time, the model remains 

localized in time and pedestrians do not make a full use of the 
additional information they were given. So, the next step in 
construction of realistic models is implementation of temporal 
de-localization by granting pedestrians an ability to construct 
multi-step predictions. However, it is a matter of further 
research. 
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Abstract— This paper introduces the supply chain networks 

integration and discusses the interest of synchronization within 
them. The evaluation of the causes of uncertainties within the 
supply chain networks is considered. The structure of a three- 
echelon supply chain is envisaged and the modeling of this 
structure is carried out. It is shown that the supply chain 
network can be exposed to both external and internal 
perturbations. The origin of these perturbations is discussed and 
it is shown that the stability of the supply chain network is very 
sensitive to these perturbations. The effects of the external 
perturbations on the supply chain network are considered. It is 
shown that these perturbations can saturate the supply chain 
network and also create bullwhip effects and chaotic phenomena 
within the network. A method is developed which is based on an 
adaptive algorithm for the automatic cancellation of the effects of 
external perturbations by re-adjusting the internal thresholds of 
the supply chain network in order to achieve synchronization. 
Some additional insights into theory and practice in supply chain 
managements are provided. 

Keywords—Synchronization; Supply chain networks; Supply 
chain network control; Supply chain optimization; Bullwhip 
effect; Chaos in supply chains 

I. INTRODUCTION  
Supply chain management (SCM) is the combination of 

management and science. SCM helps in improving/managing 
the way a company finds sources for the raw components it 
needs to make a product and the way it distributes the product 
to customers. The modern supply chain networks are global in 
nature and have many interconnections i.e. dependency or 
coupling between each. The supply chain network comprises 
of geographically dispersed facilities, like sources of raw 
materials, manufacturing plants, warehouses and 
transportation facilities. The facilities may be operated by 
single entity, many entities within a company, third-party 
providers or other companies. The primary objective of the 
supply chain network, or the individual entities in the network, 
is to deliver the product in the correct quantities at correct 
time by meeting all the quality measures with competitive 
price. In addition to this, the threshold of stocked products, 
quantities must be continuously sustained and uncertainties 
(that can occur within the supply chain) must be well 
controlled in order to avoid breaking in stocks and also the 
well known bullwhip effect at a given level of the supply 

chain. This can be achieved through a good coordination or 
synchronization between the various levels of supply chain.   

In order to achieve the stated objective, all the stakeholders 
in the supply chain network are integrated/coupled. The first 
part of coupling is concerned with functional integration of 
purchasing, manufacturing, transportation, and warehousing 
activities. Besides functional integration intertemporal 
coupling, also called hierarchical integration, of these 
activities over strategic, tactical, and operational levels is also 
important [1, 2]. This intertemporal coupling requires 
consistency among overlapping supply chain decisions at 
various levels of planning. However the major role of the 
intertemporal integration is in product life cycle design. 
Improved coupling of activities across multiple 
companies/entities in a supply chain is a concern of increasing 
importance. Information technology is the key enabler for the 
coupling in supply chain. The information systems provide the 
necessary information needed for the integration. Each entity 
works with their own objective, there by showing a tendency 
only for loose coupling.  

The structure of the paper is as follows, section II is 
concerned with a brief description of few factors that are 
contributing for the uncertainties and need to synchronize the 
uncertainties. Section III deals with supply chain modeling. 
We present the structure of the supply chain under 
consideration which is made-up of three levels. The 
communication between these levels and also the data traffic 
within them is explained /discussed and it is shown that the 
scenario/dynamics of the complete supply chain can be 
modeled by the Lorenz system. In section IV, we will describe 
what type of synchronization is applied in supply chain 
networks. Section V describes the effects of the external 
perturbation on the system and the controlling method.  
Transitions from regular effects to bullwhip effects or chaotic 
effects are shown through the stability analysis. Section VI 
deals with the conclusion and proposals for future works. 

II. UNCERTAINITIES IN SUPPLY CHAIN NETWORKS 
Even though integration of the stakeholders should provide 

the ideal solution for the optimization of the supply chain 
networks, in many cases it is not [1-3]. Business is not usual 
always; there are many things that happen with time. The 
major source for uncertainties in supply chain networks 
originates  from the fact that operations are performed over 
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long period of time and stakeholders are dispersed globally. 
Supply chain management is a complex set of processes and 
flows (information flow, product flow, monetary flow) that 
can either add a great deal of efficiency and profit or can cause 
serious problems for a company. SCM is technology intensive 
in some aspects, in some ways it can be compared to a simple 
game gossip game.  

In the game, one passes the secret to his friend, which is 
then passed around a circle of friends. The secret can be true 

or false, but what is usually the case with the secret is that it 
becomes exaggerated – if the secret starts out as “there is an 
insect outside,” it ends as “a monster is in the school”.  

The supply chain can often be seen as the same circle. 
Today’s supply chains pass information relating to item 
information, forecasting and replenishment upstream and 
downstream among manufacturers, brokers, distributors, 
retailers and warehouse, transportation, management and 
global trade systems. The final result is a flow of information 
from the creation of a product to the point where that product 
is sold to the end consumer.  

As in the gossip game, the accuracy of information often 
depends on the quality of the data at the beginning of the 
cycle, and maintaining same information throughout the 
supply chain. If the information is wrong in the beginning, it 
never has a chance of being correct when it finally gets up or 
down the supply chain. In fact, if inconsistencies remain, there 
are chances for errors to propagate through the whole supply 
chain.  

The definition of a truly efficient supply chain is when all 
companies involved are communicating correct or reliable 
data – a manufacturer is communicating the reliable product 
information and receiving accurate purchase orders; a retailer 
is receiving the specific products that were ordered; and the 
product is available to the end consumer at the right time and 
at the right price. However communicating the reliable data is 
always not possible in supply chains as each stake holder has 
different objectives and constrains. In well-managed supply 
chains, the inventory flows between members of the chain 
with little delay. The goal of supply chain management is to 
optimize the whole system [1-3]. Total chain-wide 
transportation, holding, and setup costs should be minimized. 
However, this integration may be difficult to achieve because 
different members of the chain have conflicting objectives. 
Supply chain members whose inventory holding cost is small, 

either because the capital invested is small or they can arrange 
financing and storage at advantageous rates, also those whose 
setup costs are high, will prefer large lot sizes and 
corresponding large inventory. Retailers with high value of 
goods but no setup costs will prefer to hold the minimum 
stock they deem necessary to ensure good customer service. 
These individual varying factors create demand variability in 
order to make maximum profits. There are also the problems 
of misunderstanding the market promotions, social mistrust, 
forecasting problems. All these leads to more inventory at 

different levels and can cause the well known bullwhip effect 
or forester effect. In this paper, the occurrence of this effect 
and also the chaotic effect in the supply chain due to external 
perturbation of the system is shown.  

III. SUPPLY CHAIN MODELING 
The theoretical framework for the supply chain 

management underlies the setting, optimization and control of 
the system model. Here, In this work we use the structure of  a 
three-level supply chain as illustrated in Fig. 1. 

i  Time period 
m  Ratio of customer demand satisfied  
k  Safety stock coefficient 

ix  The quantity demanded for products in current 
period 

iy  The quantity distributors can supply in current 
period 

iz  The quantity produced in current period depend 
on the order 

 A three echelon model is envisaged in Fig. 1 to describe a 
simple scenario in a very complex supply chain. Fig. 1 also 
illustrates the relationship between the three layers.  The 
orders they make may not be equal to orders they receive. The 
order out quantity depends not only on how much inventory 
you have already, and how much you want to supply out. 
Order out quantity at retailer depends on the ratio m  at which 
the demand is satisfied during the previous order. Distributor 
needs to take into consideration among other things, the 
distortion rate r  that can occur in the inventories. The 
producer needs to take care about the safety stock k  in order 
to avoid the small production batches. These phenomena are 
explained below with mathematical modeling. 
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We consider that the demand information is transmitted 
within the layers of the supply chain with a delay of one unit 
time.  As illustrated in Fig. 1, the ordering quantity is not same 
as the requested order quantity at any level. The order quantity 
at current period of time at retailer is linearly coupled with the 
distributor and it is influenced by how much of demand is 
satisfied in previous period of time. This phenomenon can be 
represented as shown in Eq.1. 

)( 11 −− −= iii xymx                                                       (1) 
m  is the ratio at which the demand is satisfied. As it appears 
from Fig. 1, the dependency or coupling of distributor on 
producer and retailer is no more linear. Indeed the distributor 
needs to take the combined effect of retailer and producer into 
consideration before making his order, i.e., quadratic coupling. 
Apart from this, the distributor also needs to take into 
consideration the expected loss rate or distortion that can take 
place on the producer’s supplies. This can be expressed 
mathematically as shown in Eq. 2. 

)( 11 −− −= iii zrxy ………   ……………………….(2) 
r  is the distortion coefficient. The production quantity from 
the producer unit typically depends on the distributor’s orders 
and the safety stock. However the distributors’ orders again 
depend on the retailer’s orders, i.e., the producer needs to take 
the combined effect of retailer and distributor into account 
before making production decisions. This can be represented 
as  

111 −−− += iiii kzyxz                                                      (3) 
Eqs. 1-3 represent the quantity demanded by customers 

(Eq. 1), the inventory level of distributors (Eq. 2) and the 
quantity produced by producers (Eq. 3).  
• Where xi < 0 denotes that the supply is less than 

customers demand in the previous period 
•  yi <0 denotes that information is severely distorted and 

no adjustment is necessary to inventory level 
•  zi <0 denotes the cases of overstock or return and hence 

no new productions. 

Figure 2: Reference System with given coefficients 

Evidently the continuous forms of Eqs 1-3 can be rewritten 
as Lorenz equations of state: 

)( xyx −=σ&                                                                 (4) 
xzyrxy −−=&                                                             (5) 

bzxyz −=&                                                                    (6) 
Depending upon the parameter values, this model produces 

a wide variety of nonlinear features. In Fig. 2, we showed the 
reference model with the parameter values 15=σ  29=r , 
and 3/2=b  to illustrate the regular state of the reference 
supply chain model. 

IV. SYNCHRONIZATION ISSUES IN SUPPLY CHAIN 
NETWORKS 

In this section we briefly introduce the importance of 
synchronization and present the modern methods to deal with 
it. When organizations synchronize supply chains and have 
real-time access to data, they enjoy several competitive 
advantages: 
• Anomalies and exceptions are identified early and the data for 

intelligent response is immediately available. This greatly 
minimizes the bullwhip effect and saves downstream partners 
and customers from needless activity 

• Back-end processing of change orders, modified invoices, and 
updates to inventory systems can happen as decisions are 
being made 

• Visibility into partner systems makes planning easier and 
enables managers to see opportunities that were not apparent 
before. This visibility also enables supply chain partners to 
collaborate more effectively. This cooperation is essential 
when problem resolution requires the coordination of several 
supply chain partners 

• Easier integration and expansion. Because the synchronization 
and data passing mechanisms are not based on packages from 
supply chain software vendors or ERP firms, the software is 
optimized for all players. Packages can be changed without 
disrupting the infrastructure and new partners can be added 
easily 

 
Is supply chain synchronization the ultimate concept? In 

reality, it is only one of the steps towards the integration of all 
components of the supply chain. To date, the majority of 
supply chain efficiencies has come from improvements within 
the four walls of each individual company. Certainly, there 
has been collaboration between trading partners in terms of 
improved communication (EDI and current internet based web 
information exchanges), better information (point of sale data 
and the CPFR initiatives), and a general willingness to work 
more closely together. But the efficiencies have been gained 
through improvements that any executive can effect at his or 
her own workplace by putting in place the appropriate 
company-wide initiatives aimed at improving the internal 
business process. Now comes the most difficult part: True 
coordination between and among all trading partners, which is 
most difficult. To take the next step, it is critical that 
companies not only agree to communicate and work together, 
they must also begin to function as a single entity. 
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• Apart from all these data discrepancies, there may be 
other disturbances which occur due to external 
perturbations. There are different methodologies applied 
to study these discrepancies and to quantify their effects. 
In this paper we study the two major synchronization 
types applied in supply chain networks based on the 
supply chain model [4]. Complete Synchronization: the 
cycle time at an upstream stage equal to cycle time of the next 
downstream stage 

• Partial synchronization: the cycle time at an upstream stage is 
an integer multiple of the cycle time of the next downstream 
stage 

In this paper, we present methodology to control the 
effects caused by external perturbations through internal 
measures. 

A. Complete synchronization 
Complete synchronization enables the supply chain to 

react quickly to changes in demand and in product design. 
This type of synchronization is particularly suitable in just-in-
time supply chain networks. To achieve the complete 
synchronization the complete chain should be integrated. 
Many retailers and manufacturers have looked to the Internet 
to provide a cost-effective avenue for improving the data 
deficiencies present in today’s supply chains. One of the main 
ways to decrease the amount of inconsistent item information 
being passed among companies is to automate many of the 
item maintenance functions, such as data changes and new 
item introductions, performed by manufacturers. 
Synchronization tools automate processes that are traditionally 
conducted through excessive paperwork, such as informing 
trading partners of changes to product information. This 
synchronization method affects the registry and lifecycle 
management of synchronized products, locations and trading 
capabilities. Data synchronization involves a strategic 
combination of technologies, business strategies and 
implementation of industry standard in messaging that ties 
together the information management systems of all parties 
participating in a given supply chain [4, 5].  

The modern synchronization tools provide automation of 
the paper work but not concentrate on what happen if the 
given data is slightly changed accidentally. Effective data 
synchronization first involves making information visible 
within a secured environment, which is again a case that we 
are discussing throughout this paper.  

B. Partial  synchronization 
Partial synchronization is achieved through the controller 

item. Apart from the data synchronization as explained in 
complete synchronization, a controller item is developed to 
mitigate the effect caused due to time lag. In these 
synchronization major efforts is placed in modeling the effect 
and quantifying it. The modeling and quantification of the 
effect caused by the time lag, information discrepancy, and 
individual objectives helps in designing the 
controller/synchronizer element. This controller item can be 
unique for each entity or supply chain as a whole. Partial 
synchronization is also achieved indirectly by quantifying the 
region where uncertainties exists. After identification of 

uncertain regions they try to avoid or extra careful in that 
region [1, 3-7]. 

In practice, as we discussed in section II and section III, 
management of commercial supply chains is a challenging 
issue as diverse pre-defined ‘data’ thresholds or requirements 
within them should be currently stabilized with regard to the 
existence of some uncontrollable effects due to both internal 
and external perturbations to which the supply chains may be 
subject. The dynamic character of the information flows 
within the commercial supply chains is another factor which 
makes it very difficult to stabilize the overall behavior of the 
whole supply chain. Therefore, the instability of the supply 
chain may be directly perceived as the modification of data 
thresholds or pre-defined requirements based on the 
uncertainties discussed in section II. In section V, we will 
describe the effects that can be caused by the external 
perturbation to the stability of the system and how it can be 
controlled internally. 

V. SYSTEM ANALASYS AND SYNCHRONIZATION 
. The causes of supply chain instability can be broadly 

classified into two categories. The first cause is the dynamical 
and nonlinear character of the motions ( i.e. material/products 
flow, information exchanges, etc…) between different entities 
in supply chains. The second cause originates from the effects 
of both external and internal perturbations to which the supply 
chain is subjected. An optimal management of the information 
flows within the supply chains may be of high importance in 
order to alleviate the effects resulting in negative 
consequences on the flows within the supply chains. This 
could be achieved through an adaptive control mechanism 
which is based on a current comparison of the dynamical data 
within the supply chains with the pre-defined data fixed by the 
requirements of the supply chains. Here, an automatic or 
adaptive control of the flows within the supply chains should 
be able to detect changes in the flows within the supply chains 
and act accordingly/consequently (by undertaking a given 
action within the supply chains) in order to alleviate the 
undesirable effects and therefore stabilize the system behavior 
that has been perturbed. The achievement of synchronization 
is observed when the action undertaken has allowed the 
recovery of the original behavior (eventually thresholds or 
reference requirements) of the supply chain. 

This paper develops an adaptive method (algorithms 
and/or tools) for the systematic and automatic control of the 
flows within the supply chains. The external perturbations can 
be a consequence of the dynamical behavior of the market 
demand, forecasting methods, high lead times, etc. In fact, due 
to the dynamic changes as discussed (in time domain), some 
pre-defined data or requirements within the supply chains 
(thresholds like safety stocks) may be varying accordingly as 
consequence of these perturbations. The internal perturbations 
within the supply chains are random (or undesirable) effects 
which can originate from the malfunctioning of a given 
echelon of the supply chain (e.g. Machine breakdowns, 
transportation delays etc.,). It should be worth mentioning that 
a combination of the simultaneous effects of both internal and 
external perturbations may be responsible of the dynamic 
motion variations (e.g. flow of materials, information 
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exchange, etc.) within the supply chain. This is a concrete 
and/or realistic scenario as the supply chains of many 
companies are currently exposed to the both types of 
perturbations. This later scenario is however out of scope of 
this paper, which does concentrate solely on external 
perturbations and related internal adjustment of parameters to 
achieve synchronization.  Thus, for the sake of simplicity, we 
consider the case where there is no internal perturbation of the 
motions within the supply chains. In essence, this work looks 
at the possibility of re-establishing appropriate data thresholds 
fixed by the pre-defined behavior requirements. We restrict 
our analysis to the case where the external perturbations are 
periodic. It is well-known that periodic waves/signals are 
characterized by their amplitude and frequency. Considering 
this restriction, the amplitudes of perturbations can give/show 
the rate of variation of the products’ quantities. The frequency 
of perturbations determines the rhythm or the sequence of the 
process related to the variations in the products’ quantities.  

The development of methods (algorithms) to automatically 
control and alleviate the effects of external perturbations is of 
high importance as in practice the overall system behavior 
may be very sensitive to external perturbations. This may lead 
to instability.  

We develop a method based on an adaptive algorithm for 
the automatic cancellation of the effects of the external 
perturbations by re-adjusting the internal thresholds. Indeed, 
this method is an adaptive numerical code which performs a 
regulation by currently comparing the perturbed data within a 
given supply chain with the reference data (which are fixed 
and pre-defined data) according to the requirements of the 
three echelon supply chain. Depending upon the key 
characteristic parameters of the external perturbations, the 
state of the flows within the reference scheme of the supply 
chain can even be saturated due to external perturbations as 
shown in Fig. 3.  

Figure 3: Saturation of the supply chain due to external 
perturbations 

Here, the saturation manifests itself by a sudden exhibition 
of fixed or constant values/data along each echelon of the 
globally perturbed three echelon supply chain. Indeed, the 
states of the reference supply chain are represented by the 
attractors (Xref., Yref., Zref.) as shown in Fig. 2. The state of 
the externally perturbed system is represented by the attractors 
(Xext., Yext., Zext.) in Fig. 3. Fig. 3 clearly shows the 
saturation of the reference system due to external 
perturbations. To alleviate the effects due to external 
perturbations, we develop a numerical code based on a 
regulation feedback. In fact, the numerical code considers the 
effects of external perturbation and adjust the values of the 
internal parameters of the three echelon supply chain by 
incrementing all of them simultaneously whereby the 
incrementing of each internal parameter is performed in a well 
defined windows or interval of variation. The numerical code 
always compares the results from the supply chain submitted 
to both external perturbation and the internal adjustment of the 
system parameters with the results of the reference (or 
original) supply chain behavior. A threshold error was fixed 
(which is less than approximately 0.1) under which full 
alleviation of the effects due to external perturbation is 
supposed to be effective, leading to the achievement of 
synchronization, which results in the recovery of the reference 
system behavior. This is clearly illustrated in Fig. 4 where the 
attractors obtained are almost similar to those of the reference 
model shown in Fig.2.  
Figure 4: Alleviation of the saturation effect caused by 

external perturbation with adaptive numerical code 
In a further study, we considered the same reference model 

of the three echelon supply and show that a particular change 
of the key parameters of the external perturbations can lead to 
well- known bullwhip and chaotic phenomena. This is clearly 
illustrated in Fig. 5 which shows chaotic attractors 
representing the perturbed state of the supply chain.  
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Figure 5: chaotic state of the supply chain due to external 
perturbations 

For these specific states of the perturbed supply chain 
we obtained that the value of the Largest 1D numerical 
Lyapunov exponent is equal to +0.032. The same 
feedback/regulation process (see the description above) has 
been performed and we obtained the achievement of the 
complete synchronization as shown in Fig.6.  

The adjustment of some internal parameters could re-
establish the reference supply chain system behavior as shown 
in Fig. 6. This last case shows the achievement of 
synchronization with very small values of synchronization 
errors as illustrated by the attractors in Fig. 6 which are similar 
to those in Fig. 2.  

Figure 6: Alleviation of the chaotic effect caused by external 
perturbation with adaptive numerical code 

VI. CONCLUSION 
The management of supply chain networks is a complex 

issue which involves numerous dynamic situations varying 
with time. In addition to the coupling between the entities, the 
entire supply chain is customer oriented. In this modern era of 
globalized supply chains, market demand is short lived, 

forecasting methods are prone to dynamics, service contracts 
are well fixed in advance and many other constrains create 
uncertainties as discussed throughout this paper. This paper 
sets up a three-level supply chain, similar to the well known 
Lorenz model, and probes into the causes and presence of the 
saturation and chaos when the system receives external 
perturbations. This work illustrates how a supply chain can go 
into saturation mode under external perturbations. It also 
details how the same system can go to chaotic mode causing 
forester effect, if the parameters of the external perturbations 
are changed. The states illustrated in this work can occur to 
different parameter values i.e., they are not specific to only a 
set of values. This paper also proposes an adaptive algorithm 
for the automatic cancellation of the effects of the external 
perturbations by re-adjusting the internal thresholds. This 
method is particularly appealing as it is possible to control or 
adjust the internal thresholds of the supply chain network. The 
achievement of synchronization was shown for different sets 
of the threshold parameters. The simulation results show that 
the proposed methods are indeed effective. The solutions 
proposed in this paper offer a new range of possibilities for 
risk managers and provide a future research direction. The 
future research is also proposed in arriving at the adaptive 
synchronization with the help of analog simulation based on 
CNN (Cellular Neural Network) technology. An interesting 
and challenging problem of practical interest may be the 
development of adaptive numerical codes to achieve 
synchronization within a supply chain network under the 
cumulative effects of both internal and external perturbations. 
This is a realistic scenario which currently manifests itself in 
commercial supply chain networks. It would also be of great 
interest the analysis the coupling between different structures 
of supply chains and the achievement of synchronization 
within them. It is well known that in practice, many 
commercial supply chains are coupled. 
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Abstract—BGP is an inter-domain routing protocol that 

allows an autonomous system (AS) to apply local policies for 
selecting the best route and decide whether this route is 
propagated to other ASes or not. When a network failure occurs, 
BGP withdraws the failed path and selects immediately an 
alternate path for backup routing. In this investigation, we study 
the Optical Border Gateway Protocol (OBGP), which can give 
edge network users in optical networks an automatic control 
means to establish a lightpath through optical AS domains. 
Actually, OBGP inherits the features from BGP for optical 
networks. However, in previous research, it indicates that BGP 
cannot guarantee the system stability of backup routing under 
failures; this is due to the inconsistency of local policies between 
two neighboring ASes. For the stable and safe backup routing of 
OBGP, we propose a stable path selection scheme for optical AS 
domains and draw properties for conducting local policies. To 
verify the scheme, a prototype implementation of our approach 
and a test environment are fulfilled for functional testing. From 
the testing, it shows the basic functions of our scheme are correct 
and effective. 

Keywords—OBGP; BGP; Backup Routing; Convergence  

I. INTRODUCTION  
Optical networks have become more accessible to users on 

the edge of communications networks after fibre optic cables 
were laid in and among many communities by carriers. With 
WDM (Wavelength Division Multiplexing) technology, the 
users can create high bandwidth connections to their peer 
groups by employing the leased links and wavelengths of the 
optical networks. To light up dim fibers, carriers are willing to 
operate their own “wavelength cloud” to offer such lightpath 
service to edge network users. In this situation, establishing 
connectivity of lightpaths requires manual provision and 
management. 

There are few ways for managing and configuring 
wavelengths between network domains, which allow edge 
network users to manage their own lightpaths across several 
wavelength clouds. By shifting the responsibility of 
administrating lighpaths to users, carriers allow the users to 
manage their own optical wavelengths better and avoid some 
expensive services such as lightpath management provided by 
the carriers. In [1], the authors show that the board gate 
protocol (BGP) can be extended to allow an edge user to set 
up a lightpath to peers across AS domains. This approach is 

called Optical BGP or OBGP. It is a distributed approach, 
which gives control to edge users, and allows them to manage 
their leased objects better. OBGP can provide an inter-domain 
routing and signaling capability that integrates heterogeneous 
domains into an end-to-end optical network and can coexist 
with most of the existing intra-domain solutions. 

In the related research, M. Francisco, et al. presented new 
attributes and tags carried by UPDATE messages to reserve 
optical wavelengths for a lightpath setup [2]. Another work in 
[3] proposed a new message type for OBGP, called “OBGP 
message” to achieve end-to-end signaling and routing for 
optical networks. The authors created a wavelength table for 
each OBGP router to store wavelength availability and setup 
information. In [1], [4], the authors described the applications 
and functional requirements of OBGP and investigated the 
lightpath provisioning for inter-domain routing. To extend the 
BGP protocol for optical networks, a few new optional 
attributes have been considered and created in the protocol 
data units of BGP so that wavelength information can be 
encoded into the routing information base (RIB) of BGP. In 
[5], the authors discussed a broad range of issues related to the 
requirements for general inter-domain and inter-area routing 
in optical networks. They reviewed the applicability of 
existing routing protocols in the Internet and 
telecommunications for various optical routing. In our 
investigation, we follow the results in [1], [4], which seem to 
be more promising and realizable. 

One common weakness in most optical networks is that 
any link or router failure among ASes would cause the 
significant loss of transmitted data. In the Internet, there are 
thousands of ASes connected, whereas an AS is a collection of 
routers and links operated by a single institution. To increase 
the reliability of networks under link or router failures, backup 
routing schemes could be used to withdraw a failed route and 
select an alternate path to recover the communication service. 
For this alternate path we can call it a backup path. 
Nevertheless, the backup path is not easy to select and must be 
constrained by some commercial relationships between ASes. 
In some failure scenarios, the backup route would introduce a 
BGP convergence problem [6], which results in protocol 
divergence. The work in [7] presents a general model for 
backup routing while allowing each AS to apply local routing 
policies that are consistent with the commercial relationships 
it has with its neighbors. The authors proved their model is 
inherently safe in the sense that the global system remains safe 
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under any combination of link and router failures. The safe 
characteristic means that the sets of routing policies would 
never lead to BGP divergence. 

In this study, a stable path selection scheme for OBGP safe 
backup routing is considered. In our approach, several 
properties are suggested for an AS to follow in setting its 
routing policies, and an algorithm is proposed for OBGP to 
find best safety backup paths. With our approach, OBGP 
routers can select a best and safe backup path to restore 
transmission quickly and attain minimum data loss, while a 
link or router fails. Throughout the paper, the two words, path 
and route, are used interchangeably. 

This paper is organized as follows. Section II describes the 
OBGP protocol and its incorporated architecture with OXCs. 
Section III specifies a safety model for backup routing [8], [9], 
[10], which can avoid the convergent problem of BGP as local 
policies apply in case a failure occurs in AS domains. In 
Section IV, our scheme for safe backup routing in optical AS 
domains is presented. We sketch and formalize the new 
properties of OBGP to be guidelines, which govern the setting 
of AS local routing policies. Also, an algorithm is devised to 
find the best and safe backup route for OBGP entities. In 
Section V, the implementation of our scheme and a functional 
testing environment are described. Finally, our work is 
concluded in Section VI. 

II. OBGP SYSTEM ARCHITECTURE 
BGP can reach different AS domains by using dedicated 

AS paths based on path vector routing. The usage of AS paths 
enables routing decisions to prevent routing loops. Having full 
path visibility is rather useful to enhance BGP for setting up a 
lightpath from one AS to others. To allow BGP carrying 
lightpath information, the BGP’s OPEN and UPDATE 
messages can be used to include lightpath setup information in 
addition to reachability information [4], [11]. There are two 
possible ways to perform lightpath reservation using OPEN 
and UPDATE messages, first carrying a lightpath reservation 
request between OBGP speaking devices and secondly 
propagating the status of lightpath reservation information 
throughout the network. 

Optical cross connects (OXCs) are non-blocking, 
reconfigurable optical switches where an optical signal 
entering any input port can be directed to any desired output 
port. In WDM networks, the OXCs may be combined with 
other optical components, such as optical multiplexers and 
demultiplexers, optical filters, etc., to fulfill wavelength 
routing. For OBGP, it is proposed that OXCs can be integrated 
with BGP routers [1]. As Router B in Fig. 1(a), a new router, 
called an OBGP router, combines a BGP router with OXCs. 

Usually, two pairs of input and output ports are necessary 
to form a bidirectional link of connecting two routers via an 
OXC. For the bidirectional link, the two pairs of input and 
output ports with the connections inside the OXC constitute an 
optical cross connect as shown in Fig. 1(a). In [1], the basic 
concept of a virtual BGP router is to bind each optical cross 
connect with a separate BGP process and administer the 
bidirectional optical channel; and together for the wavelengths 
used in an OBGP router, assume mapping can be made 

between the wavelengths and IP addresses. The use of a 
virtual BGP router for each cross connect can allow the use of 
standard BGP routing with virtually no modifications 
necessary to support optical lightpaths. As for tunable lasers 
and filters, which have a limited range of wavelengths, 
different IP suffixes can be used to indicate the appropriate 
wavelength range. In addition, the virtual BGP router could be 
assigned its own private (or public) AS for inter-domain 
routing. The main purpose of OBGP routers is to be able to 
announce routes, perform route filtering and classification, 
and provide enhanced BGP capabilities to other OBGP peers. 

Figure 1. (a) Integration of an OXC and a BGP Router; (b) The abstract AS 
model 

To explain the operation of virtual BGP routers, suppose 
that Router B receives BGP OPEN messages from Routers A 
and C (Fig. 1(b)) asynchronously. It can decide to set up an 
optical cross connect between the two routers if the 
information about wavelengths (IP addresses), the framing 
protocol, the preferred destination, etc. is equal in the optional 
fields of the OPEN messages. Rather than modifying the 
existing BGP code on Router B, it is envisaged that upon 
detecting the optional fields in the OPEN messages from 
Routers A and C, a process, called Lightpath Route Arbiter 
(LRA), in Router B would spawn a virtual BGP router process 
that would establish the optical cross connect and BGP 
peering sessions between Routers A and C through specific 
input and output ports of the OXC. 

Router B’s LRA spawns the virtual router process on its 
own CPU and then creates a configuration file for the virtual 
router from the information it received in the OPEN messages 
from Routers A and C. The configuration file for the virtual 
router might look like as shown in Fig. 2. While Router B is 
configuring its new virtual router, the LRA processes in 
routers A and C will update their configuration statements 
using the information provided in the options field of the 
OPEN message from Router B. For example, in Fig. 2, it 
shows the initial configuration of the virtual BGP router. The 
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loop back address of interface is defined as 10.10.10.2. The 
wavelength λ1 is defined to be with suffix x.x.x.4 and λ2 with 
suffix x.x.x.5 as shown in Fig. 1(a). Notably, the symbol x.x.x 
means the address prefix of the shared network between 
neighboring ASes. Therefore, the suffix x.x.x.4 indicates that 
λ1 can pass from AS10 through the OXC to AS30 with the 
fixed identifier 4 and for λ2, vice versa. If the establishment of 
BGP peering sessions with Routers A and C is successful, the 
BGP UPDATE messages would be used for exchanging 
routing information; otherwise, Router B can either decide to 
leave the virtual BGP router in IDLE mode or close it entirely. 

 

 

 

 

Figure 2. Configuration of a virtual BGP router 

Contrary to a normal BGP multi-router configuration, the 
virtual BGP router would not establish any internal BGP 
connectivity even though it might be within Router B’s AS. It 
would behave as an independent router carrying its own set of 
routes, metrics, etc. and advertise itself independently with its 
own loop back address and its own set of IP addresses for its 
interfaces. 

III. POLICY-BASED CONVERGENT BACKUP ROUTING  
In BGP, ASes are allowed to apply local policies for 

selecting paths and propagating routing information without 
divulging their policies or internal topology to others. The 
policies reflect the commercial relationships between 
neighboring ASes under economic incentive. Typically, the 
relationship of AS pairs can be customer-provider or peer-peer. 
To improve the reliability of inter-domain routing, a local 
backup relationship between ASes can be arranged to prevent 
link or node failure. There are two kinds of backup 
arrangements commonly used: multi-homed backup and peer-
peer backup [14]. For multi-homed backup, it includes using a 
secondary customer-provider link as the link to the primary 
provider fails. For peer-peer backup, an existing peer-peer link 
is used for backup under a link failure. 

Figure 3. (a) Multi-home backup route; (b) peer-peer backup route 

If a path fails, an AS should withdraw the path 
immediately and select a backup path to recover the 
interrupted services. Fig. 3 shows two examples, where the 
provider-customer relationship is represented as a solid line 

with an arrow pointing from a provider to its customer and the 
peer-peer relationship as a dotted line without using an arrow. 
Given a link failure between AS1 and AS4 in Fig. 3(a), AS4 
can choose the backup path via AS3, the secondary provider. 
For the peer-peer backup in Fig. 3(b), if the link between AS1 
and AS4 fails, the backup path can be chosen through the 
peer-peer links from AS1 to AS2 and AS3 to AS4. In this 
example, AS3 must advertise backup paths, learned from AS2, 
to AS4. 

Indeed, local backup arrangements bring neighboring 
ASes more path advertisements to announce backup paths. 
These additional advertisements would cause global BGP 
convergence problems [7], [10]; and conflicting local backup 
policies among a collection of ASes could incur BGP route 
oscillations [8], [9]. To solve the issues of the BGP routing 
under the interaction of local backup policies, an abstract 
model for BGP routing policies in the context of the Stable 
Paths Problem (SPP) can be considered [10].  

A. Stable Paths and Simple Path Vector Routing  
Path advertisements in BGP are sent between ASes. These 

advertisements include attributes nlri (network layer 
reachability information), next_hop, as_path, local_pref 
(local preference), etc. For the path selection process of BGP, 
the attributes are used by import and export policies at each 
router to implement its local routing policies. For example, as 
a BGP advertisement moves from AS x to AS y, x applies its 
export policies. If the as_path of the advertisement contains y, 
x filters out the advertisement; if the path advertisement is not 
filtered out, then x is added to the as_path. Finally, the import 
policies of y are applied to the advertisement. This is where a 
local_pref value is assigned or modified. 

Suppose an AS domain is represented by a virtual network 
node. Consider an AS network as an undirected graph G = (V, 
E), where V = {0, 1, 2, …, n} is the set of nodes and E the set 
of edges. An edge in G is denoted by (i, j), where i, j ∈ V. For 
any node u, its neighbors is defined by neighbors(u) = {v| (u, v) 
∈ E}, which can be further partitioned into three subsets: 
providers(u), customers(u), and peers(u), the sets of the 
providers, customers, and peers of u, respectively. A path in G 
is a sequence of nodes (vkvk-1…v0), such that (vi, vi-1) ∈ E, 1 ≤ i 
≤ k; and it has the direction from vk to v0. An empty path is 
denoted by ε. Nonempty paths P = (v1v2…vk) and Q = 
(w1w2…wn) can be concatenated if vk is the same as w1. Then 
PQ denotes the path formed by the concatenation of the paths. 
If Q = ε, we have Pε = εP = P. For example, (123)(345) 
represents the path (12345), and ε(456) the path (456). 

In SPP, there is an origin node o ∈ V, which is the 
destination to which all other nodes are trying to establish a 
path. For each node v ∈ V, it has the corresponding set of 
permitted paths from v to the origin (node o), denoted by Ρv. 
Let Ρ be the union of all sets Ρv. There is a non-negative, 
integer-valued ranking function λv, defined over Ρv, which 
represents the degree of preference to the permitted path. If P1, 
P2 ∈ Ρv, and λv(P1) < λv(P2), then P2 is said to be preferred 
over P1. Let Λ = {λv | v ∈ V-{o}}. We say that S = (G, Ρ, Λ) is 
an instance of SPP with a graph, the set of permitted paths 
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from each node to the origin, and the ranking functions for 
each node. 

A Simple Path Vector Protocol (SPVP) [9], [10] is a 
distributed algorithm to solve SPP. SPVP can be thought of as 
an abstract model of BGP. There are two desirable properties 
for the SPVP with an instance of SPP: 
• Safety ─ If the protocol SPVP can never diverge, then we 

say an instance of SPP is safe. 
• Inherent safety ─ If SPP is safe, and remains safe after 

removing any node, edge, or permitted path, then we say 
an instance of SPP is inherently safe. 

 
 
 
 
 
 

Figure 4. A bad backup arrangement: the routing protocol diverging if link 
(30) fails 

Fig. 4 presents a bad backup arrangement, which is not 
inherently safe. Assume that in Fig. 4, the vertical list next to 
each node (except node 0) is the set of permitted paths to the 
common sink, i.e. the node 0 and the paths in each list are 
ranked from top to bottom for path preference. In this case, the 
SPVP is safe; it has a set of stable path vectors, {(140), (20), 
(30), (40)}, to node 0 from all other nodes. If the link (30) 
fails, one of the paths (320) and (340) must be chosen as the 
backup path. Nevertheless, the successive path advertisements 
for dropping the failed route and selecting a new backup route 
will cause the SPVP divergence. 

B. Safe Backup Routing 
Due to conflicting local policies, AS paths may be filtered 

out by neighboring BGP speakers besides the removal of AS 
paths due to link or node failures. To study the inherent safety 
of AS networks to guarantee the safety of backup routing, a 
specialized SPP under commercial relationships must be 
considered [7]. 

In AS domains, transit traffic (non-local traffic) must be 
constrained by the commercial relationship, which is either 
customer-provider or peer-peer, of an AS pair. Figs. 3 and 4 
show the examples of AS graphs for the specialized SPP with 
the constraints of commercial relationships. In Fig. 4, the path 
(1430) is not allowable since node 4, which is a customer AS, 
cannot transit non-local traffic between node 1 and node 3, its 
providers. In this situation, we say that the path (1430) has a 
valley—a provider-customer edge, e.g. edge (1, 4), followed 
by one or more customer-provider edges. For a path with 
valleys inside, it is not allowed to pass transit traffic. In 
addition, the paths with one or more edges of customer-
provider relationships (or provider-customer relationships) are 
allowed to pass transit traffic. 

In an AS path, a mixture of peer-peer, customer-provider, 
and provider-customer edges will constrain the ability of 
relaying transit traffic. To analyze the mixture of commercial 
relationships in AS paths, consider a path P1(uv)P2, where (u, 
v) is a peer-peer edge and P1 and P2 might be ε. Edge (u, v) is 
called a step if either the last edge of P1 is a peer-peer or 
provider-customer edge, or the first edge in P2 is a customer-
provider edge. For instance, in Fig. 4, the path (41230) 
contains no step, but the path (4120) has a step (20), the path 
(140) a step (40), and the path (304) a step (04). AS paths with 
steps should not be permitted as far as possible since valleys 
might exist in them and cause them the violation of 
commercial relationships. However, peer-peer backup 
arrangements often involve steps such as the case in Fig. 3(b). 
Instead, we need to define a slightly weaker notion of 
reachability, where the set of permitted paths can include 
paths with steps for backup routing. 
 
 
 
 

Figure 5. Conditions of permitted backup paths with a step 

Fig. 5 shows the conditions of permitted backup paths with 
a step. Suppose that nodes x and u have peer-peer backup 
relationship. There are four types of peer-peer backup paths: 
(vux)P1, (xuv)P3, (xuy)P2, and (yux)P1, as drawn in Fig. 5. For 
example, in Fig. 3(b), AS4-3-2-1 is a backup path of the 
second type in Fig. 5, since the link between AS3 and AS4 is a 
step. It is worthy to recognize three points for backup paths. 
First, if a path P is a backup path, then (uv)P is also a backup 
path. Next, a backup path may have one or more steps. Last, a 
backup path should not be used unless all primary paths are 
unavailable. More specifically, if path P1 has no steps and path 
P2 has one or more steps, then λ(P2)<λ(P1). Ranking backup 
paths lower is essential for the safety of SPP. 

To select the best backup path for recovering from failures, 
each node needs to rank among permitted backup paths. In [7], 
an effective technique is employed to sort permitted backup 
paths by avoidance levels. The idea of using the avoidance 
levels is based on counting the number of steps in a path. To 
utilize the avoidance levels in path selection, a non-negative 
function κ(P), called avoidance classifier that is step aware for 
a backup path P, is devised. The value of an avoidance level is 
within the range of κ. In principle, an avoidance classifier κ 
obeys the rules below. 
• As a path traverses additional edges, its avoidance level 

increases; for instance, if X, Y, and YX are permitted paths, 
then κ(YX) ≥ κ(X). 

• κ is step aware; for any P permitted at v and (xuv)P 
permitted at x and (xuv)P being one of the above four 
types of peer-peer backup paths, we have κ((xuv)P) > 
κ((uv)P). 

By including the notion of avoidance classifiers to the 
specialized SPP under commercial relationships, the following 
rules must apply to the path selection process for this new SPP: 
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• A path with a lower avoidance level is preferred over a 
path with higher avoidance level; that is, if X and Y are 
paths permitted at a node and κ(Y) ≥ κ(X), then λ(X) ≥ 
λ(Y). 

• With the same avoidance level, customer paths are 
preferred over peer and provider paths; for X and Y both 
permitted at u with κ(X) = κ(Y), if X is a path through one 
of customers(u) and Y is not, then λ(X) > λ(Y). 

With the above generalization to the specialized SPP under 
commercial relationships, permitted paths with steps can be 
included for save backup routing. In summary, if the 
specialized SPP S that has the no-valley property, a step aware 
avoidance classifier κ, and preferring customers with respect 
to κ, then S is inherently safe. 

IV. STABLE PATH SELECTION FOR BACKUP ROUTING 
In Section II, the OBGP architecture to provision and 

manage lightpaths through the optical ASes has been 
described. However, OBGP inherits the stable convergence 
issue from BGP in case of link or node failures [1], [4]. In this 
section, a stable path selection algorithm against the 
convergence issue for backup routing is considered to 
guarantee the safety property of OBGP. 

In Fig. 1(b), it shows an abstract AS model, which allows 
ASx containing a virtual BGP router. Suppose that a carrier 
(represented by AS20) leases ports of the OXC and dark fibers 
to customers (represented by AS10 and AS30). Then the 
virtual BGP router is created by Router B to establish an 
optical cross connect for the backup connection between AS10 
and AS30. We can classify this new commercial relationship 
to the peer-peer relationship. The reason for the classification 
is that customers rent optical equipment for their private 
applications such as connections to their peer groups or for 
backup. As shown in Fig. 1(b), this peer-peer relationship 
consists of two peer-peer links between AS10 and ASx and 
between ASx and AS30, respectively. In this situation, the 
path AS10-x-30 contains one step (AS10-x or ASx-30). More 
generally, except Router B, if Router A or C itself controls 
OXCs, the same approach of the new peer-peer relationship 
can be applied to the connections to more OBGP routers. 

According to the specialized SPP under the peer-peer 
backup relationship stated in Section III.B, the results can be 
extended to OBGP. Then, we convert formally the properties 
of the new SPP with the OBGP peer-peer relationship into 
Properties 4.1 to 4.4. The goal of the first guideline is to 
include permitted backup paths with OBGP to the set of 
permitted paths. The other properties can be used to ensure the 
scheme inherent safety. 
Property 4.1 (obgp peers) ─ if a path (vk…v1v0) ∈ P and vj 
contains only a virtual BGP router for j=k-1,…,1, then vj+1, vj-1 
∈ peers(vj) and the path has at least one step. 
Property 4.2 (no valley) ─ if a path (vk…v1v0) ∈ P and vj-1 ∈ 
customers(vj) for some j=k,…,1, then vi-1 ∉ providers(vi) for 
all i=j-1,…,1. 
Property 4.3 (step aware) ─ any avoidance classifier κ must 
satisfy the following condition; for nodes x, u, and v, if P ∈ Pv, 

(xuv)P ∈ Px, and (xuv) has a step (see Fig. 5), then κ((xuv)P) > 
κ((uv)P). 
Property 4.4 (prefer customer) ─ if v ∈ customers(u) and w ∈ 
providers(u) ∪ peers(u) and κ((uv)P1) = κ((uw)P2), then 
λ((uv)P1) > λ((uw)P2) for all paths P1 and P2. 

The stable path selection algorithm for OBGP convergent 
backup routing can be divided into three phases. In the first 
phase, translate the AS graph indicated by the BGP RIB and 
local policies of a router to an instance of the new SPP using 
Property 4.1. In the second phase, delete the permitted paths 
of violating Property 4.2 and update the avoidance level of the 
remaining permitted paths by following Property 4.3. In the 
last phase, select the best backup path from the remaining 
permitted paths according to Property 4.4. The details of 
notations and the algorithm are described below. 
Abbreviations: 

o, V, E, and G: as defined in Section III.A; 
ASlocal: the local AS; 
k: a finite integer; 

Stable_Path_Selection( )  
{ // Phase-I 
 {designate ASlocal → o;  
 construct G from the BGP RIB and local policies; 
 for each u ∈ V ∧ u ≠ o 
  with Property 4.1,  
   enumerate every (uvk…v1o), such that vk,…,v1 ∈ V,  
     vk ∈ neighbors(u), v1 ∈ neighbors(o),  
     (vi, vi-1) ∈ E, i=k,…,2, and vk ≠ …v2 ≠ v1;  
   include (uvk…v1o) to Pu and P;   } 
 // Phase-II 
 {for each (vk…v1v0) ∈ P 
  along (vk…v1v0), //check Property 4.2 
   if (vj-1 ∈ customers(vj), ∃ j=k,…,1) ∧ (vi-1 ∈  
     providers(vi), ∀ i=j-1,…,1)  
    delete (vk…v1v0) from Pvk and P; 
   else //follow Property 4.3 
    if (vj+1, vj-1 ∈ peers(vj))∨ 
     ((vj+1 ∈ peers(vj))∧(vj-1 ∈ providers(vj)))∨ 
     ((vj+1 ∈ providers(vj))∧(vj-1 ∈ peers(vj))),  
     ∀ i=k-1,…,1 
     //increase the avoidance level of (vk…v1v0); 
     apply κ((vk…v1v0));   } 
 // Phase-III 
 {for each u ∈ V ∧ u ≠ o 
  with Property 4.4, 
   apply BGP path selection process [11] to P for the best  
     backup path; 
   mark the best backup path in the BGP RIB;   } 
} 

V. EXPERIMENTATION 
We implemented an experimental environment (see Fig. 6) 

and tested the functionality of controlling OXC by using 
OBGP for wavelength routing. Actually, this experiment is 
difficult to cover all features of the OBGP scheme due to the 
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scale and complexity of emulating real networks, which may 
include many optical links. Consequently, our goal is to build 
a prototype implementation and verify the basic functions of 
the scheme. 

The experimental network structure of Fig. 6 is very 
similar to Fig. 1(b). The role of AS20 is a service provider for 
customers AS10 and AS30; and, AS10 is a peer AS of AS30, 
and vice versa. In AS20 of Fig. 6, a virtual BGP router will be 
spawned by Router B2 and controls an OXC (DiCon GP700), 
which is used to support optical cross connections between 
different ASes (i.e. AS10 and AS30). Routers A and C are 
equipped with both ordinary Ethernet and optical gigabit 
Ethernet, and the remaining routers are linked by ordinary 
Ethernet with twisted pair cables. The testing optical channel 
is formed by connecting the optical Ethernet interface of 
Routers A and C to the I/O ports of the OXC with optical 
cables. Fig. 6 also shows the network configuration, including 
IP addresses and prefixes, and those experimental routers are 
implemented by personal computers with the Quagga routing 
software [16] installed. Furthermore, in Fig. 6, two personal 
computers, PCs A and B, are used to establish an FTP (File 
Transfer Protocol) service connection for testing and 
observing the change of routing information. 

Figure 6. Experimental Environment for OBGP 

In the implementation of the OBGP scheme, we develop 
three software modules, i.e. LRA, the stable path selection 
algorithm, and the OXC LabVIEW [17] driver, to integrate 
into the BGP protocol software. As described in Section II, the 
LRA is responsible to create virtual BGP routers configured 
according to the example shown in Fig. 2. For the virtual BGP 
router, its daemon process exchanges the information of 
lightpath reachability and finally establishes the route of 
lightpaths through a number of optical cross connects. The 
establishment of optical cross connects along an optical route 
is done by giving commands to the OXC driver module, coded 
by LabVIEW, to control the connection of input and output 
ports of OXCs in each OBGP node. Subsequently, using BGP 
UPDATE messages, the daemon process of virtual routers 
advertises the completed optical routes to its neighbors. For 
example, in Fig. 6, the optical path AS10-30 will be included 
in the BGP RIB of AS10 and AS30 eventually. For the stable 
path selection algorithm, it can be used to find out the 
inherently safe optical backup path for the local AS by 
following the properties presented in Section IV. 

VI. CONCLUSION 
OBGP is a distributed mechanism, which gives managing 

authority to users for setting up lightpaths to their peers across 
optical AS domains. As we considered the convergence issue, 
the leased commercial relationship of wavelengths and dim 
fibers has been extended to OBGP; and, this extension has 
been turn into a local policy for BGP routing. Combined with 
other local policies, we draw the four properties for the 
inherently safe backup routing of OBGP. In this study, we 
proposed a stable path selection scheme to cope with the 
convergent issue of OBGP in case failures occurred in inter-
domain optical routing. To verify our approach, an OBGP 
prototype and an experimental environment have been 
implemented to conduct a functional testing. From observing 
the testing activities, we found that the MRAI timer [11] can 
influence the time for OBGP to converge. This point is very 
interesting for future investigation.  
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Abstract: Face detection is an important process in many 
applications such as face recognition, person 
identification and tracking, and access control. The 
technique used for face detection depends on how a face 
is modelled. In this paper, a face is defined as a skin 
region and a lips region that meet certain geometrical 
criteria. Thus, the face detection system has three main 
components: a skin detection module, a lips detection 
module, and a face verification module. The Multi-layer 
perceptron (MLP) neural networks was used for the skin 
and lips detection modules. In order to test the face 
detection system, two databases were created. The images 
in the first database, called In-house, were taken under 
controlled environment while those in the second 
database, called WWW, were collected from the World 
Wide Web and as such have no restriction on lighting, 
head pose or background. The system achieved a correct 
detection rate of 87 and 80 percent on the In-house and 
WWW databases respectively 

 
Keywords: Face Detection; MLP Neural Network; 

Component-Based Detection 

 

I. INTRODUCTION 
Face detection is defined as the ability to ascertain 

whether a face is present in the input image and if a face 
is present to returns the location of the face. The 
technique used for face detection depends on how the 
face is modelled. In [6] face-processing systems are 
classified into four categories: template-based, feature-
based, appearance-based, and knowledge-based systems. 
However, these four categories can be grouped into two 
categories: global and component. In the global category 
the whole face is modelled either using template-based or 
appearance-based approaches. While in the second 
category, the face components and their relationships are 
used to model the face.  

A face detection system proposed by [5] that 
combines a lips detection neural network (LDNN) and 
skin distinction neural network (SDNN).  The lips are 
first detected by the LDNN and then the presence of a 
face is validated by the SDNN if the area around the lips 
is skin. The LDNN is a multi-layer feed forward neural 
network trained with the Back propagation algorithm.  
The network has 300 input neurons, 10 hidden neurons, 
and one output neuron coded as 1 for lips and 0 
otherwise.  The size of the lips is restricted to between 5 
to 15 pixels vertically and 10 to 30 pixels horizontally.  
The SDNN is similar to that of the LDNN. However, the 

search area for the SDNN is limited to a box centred on 
the centre of the lips and extend 20 pixels vertically and 
40 pixels horizontally. In [4] a face detection system was 
proposed. The proposed system has two modules: a face 
localisation module and a facial features detector module. 
The face localisation module generates potential face 
candidates in the image based on the chrominance and 
luminance of the colour image as well as the size of the 
potential face. The facial feature detector directly locates 
the eyes, mouth, and face boundary based on 
measurement derived from the colour-space components 
of the image.   The system was tested on two image 
databases containing images in different poses from 
frontal to profile. The performance of the system is found 
to be dependent of the face pose as well as the occlusion 
of the facial features. Thus, the detection rate varied from 
around 75% to 91%. 

A trainable, component-based face detection system 
for frontal and near-frontal images in gray images was 
presented by [3]. The system consists of a two-level 
hierarchy of Support Vector Machine classifiers. In the 
first level fourteen SVM classifiers independently detect 
the facial components. A single SVM classifier at the 
second level checks if the geometrical configuration of 
the detected components in the image matches a 
geometrical model of a face 

II. THE DATABASES 
Two databases were developed. The first database is 
called the In-house database while the second database is 
called the WWW database. The In-house database 
comprises 15 subjects both males and females from the 
various races in Malaysia namely Chinese, Malay, Indian, 
and Indigenous people. Each subject has 12 images 
showing the frontal facial image of the subject at three 
distances from the camera. These distances are called 
scaling factors. Scale factor 1 represents a distance of 36 
cm between the camera and the subject while scale factor 
2 and 3 represent a distance of 72 cm and 108 cm 
respectively.  For each scale factor, images for three facial 
expressions namely neutral, smiling, and laughing were 
taken as well as with glasses with neutral expression only.  
These images were all taken indoor with a single digital 
camera under normal lighting conditions and with 
uniform background.  
The WWW database has 45 images of Asian subjects 
collected from the World Wide Web.  The subjects 
represent males and females of different ages. Some of 
the images were taken indoor while others were taken 
outdoor with varying backgrounds and lighting 
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conditions. In addition, the pose of the face in the image 
varied widely from frontal to near portrait. The cameras 
used for taking these images as well the image processing 
techniques applied to them are unknown. The only 
restriction on these images is that they must show a face 
of an Asian person. 

III. THE PROPOSED SYSTEM 
The proposed system labels any region in a colour image 
as a face if that region contains a skin region and a lips 
region that meet certain geometrical constraints. Fig. 1 
shows a block diagram of the proposed face detection 
system. As can be seen from Fig. 1, skin detection is 
carried out first on the colour image. Then post-
processing operations such as erosion and dilation are 
carried out on the detected skin pixels followed by 
connected component labelling to group skin pixels into 
skin regions. Next, size filtering is performed on these 
regions to remove objects that are either smaller or larger 
than a particular size. The skin regions remaining in the 
image after the size filtering are considered as face 
candidates. The size of the smallest and largest skin 
region to be considered as a face candidate is selected as a 
ratio of the skin region to the size of the image. The 
values for these ratios were obtained by trials and errors. 
Then lips detection is carried out only on the face 
candidates and thus reducing the search space. Then post-
processing steps similar to those performed on skin 
detection are carried out followed by size filtering to 
determine the lips candidates. The size of the smallest and 
largest lips region to be considered as a lips candidate is 
selected as a ratio of the lips region to the size of the 
image. A face is then assumed to exist when a face 
candidate and a lips candidate meet certain conditions that 
relate the ratio of the face size to the lips size as well as 
the orientation between the face candidate and the lips 
candidate. Unlike the systems described in this paper, our 
system does not put any limitation on the image size or on 
the size of the facial components.  

 

A. Colour Transformation 
For an image having M by N pixels, the r, g, and b 
component of the normalised rgb colour scheme are 
obtained from the normal RGB colour scheme as given by 
Equation 1. 
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The set of equations given in Equation 1 perform pixel-
by-pixel normalization of the RGB components of the 
RGB colour scheme. Thus, we call this method pixel 
intensity normalisation. One of the problems of this 
method is that it breaks down when R+G+B = 0. Thus, we 
propose to normalise the RGB components by the 
maximum value of (R+G+B) over the entire image, we 
call this method maximum intensity normalisation. Thus, 
the set of equations in Equation 1 become as expressed in 
Equation 2. 
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Figure 1 Block Diagram of the Proposed Face Detection System
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B. Skin and Lips Detection 
The Multi-layer Perceptron neural networks (MLP) were 
used for the skin and lips detection modules. The network 
structures for the skin detection and lips detection 
networks for each database and for each color 
transformation are given in Tables 1and 2 respectively. 
The number of the neurons in the hidden layer was 

determined by using network-growing technique. The 
networks were trained using the Levenberg-Marquardt 
training algorithm. For detailed descriptions see [1 and 2] 
Fig. 2 shows the process of finding the face candidates for 
an image from the WWW database while Fig. 3 shows the 
process of finding the lips candidates for the same image.

 

 

C.  Results 
As has been mentioned earlier, a face is detected only 
when a face candidate and a lips candidate meet certain 
conditions. Thus, as shown in Fig. 4a, when the detected 
face by the system contains both the correct facial skin 
and the correct lips then a correct detection is given. 
However, if either the lips or the facial skin is incorrectly 
classified, as shown in Fig. 4b, this is termed as false 
acceptance. Finally, false rejection is defined as when 
either the facial skin or the lips is not detected when a 
face exists in an image as shown in Fig. 4c. The 

performance of the system on both databases is given in 
Table 3. 

 
 

TABLE  II. NETWORK STRUCTURE FOR THE  MLP NEURAL 
NETWORKS USED FOR LIPS DETECTION 
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TABLE  I. NETWORK STRUCTURE FOR THE MLP NEURAL 
NETWORKS USED FOR SKIN DETECTION 
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Figure 2. The Process of Finding the Face Candidates

TABLE III PERFORMANCE OF THE FACE DETECTION 
SYSTEM ON BOTH DATABASES 

Database %Correct FAR FRR 
In-House 

87 6.67 6.67 
WWW 

80 8.89 11.11 
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IV. CONCLUSIONS 
In this paper, a component-based face detection system 
was presented. The system has two modules: skin 
detection and a lips detection. The MLP neural networks 
were used for both skin and lips detections using only the 
skin and lips colors. Post-processing was carried on the 
detected skin and lips pixels to detect potential face and 
lips candidates. If a face candidate and a lips candidate 
meet certain geometrical conditions then a face is 
detected. The system was tested on two databases with a 
correct detection rate of 87 and 80 percent respectively 
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Abstract— This article focuses on the dynamics of the 

commodity and money market. The purpose of the article is to 
study a two-equation linear dynamic model in order to examine 
its behavior in complex conditions and its dependence on the 
parameters. Stability conditions are examined by means of the 
Ruth - Hurwitz criterion. The system and its stability are also 
examined when non-linear dynamics is introduced. The linear 
system was stable for any economically admissible values of the 
parameters. Also, non-linear perturbations were applied in two 
cases which both led to a stable system. From a theoretical 
perspective in economics this implies that for any small open 
economy operating in the Euro area without exchange rate 
dynamics and operating under the specific conditions, regardless 
of the possible non-linearity in the investment function, the 
resulting economic system is asymptotically stable. 

Keywords— small open economy; dynamical system; non-
linear; numerical. 

I. INTRODUCTION 
The model presented in this paper is primarily of 

Keynesian inspiration and is based on the Mundell-Fleming 
theory using IS-LM model [1], [2]. This article models a small 
open economy without exchange rate dynamics as a two-
equation dynamic model in order to examine its behavior. This 
model could be suitable for modeling the economy of a 
country such as Greece operating in the Euro area, where 
exchange rates are absent. In the commodity market, demand 
for investment and net export is related to savings. Total 
demand and savings are said to be in equilibrium. The 
investment demand function depends on the interest rate. The 
net export demand is considered to be constant. First, we 
begin with an explanation of the linear model where the 
economic nature of the parameters results in stability.  

 

II. THE MODEL  
Production Y is described by the equation:  

 [ ]( , ) ( , ) ( , ) , 0Y a I R Y X Y Z S Y Z a¢= + - >  (1) 

Equation (1) simply expresses the difference between 
aggregate demand and aggregate supply. Aggregate demand is 
equal to C + I + E where C, I, E are investment, consumption 
and exports, respectively, and aggregate supply is equal to C + 

S + M where C, S, M, are consumption, savings and imports, 
respectively. Subtracting aggregate supply from aggregate 
demand we get I + X – S where X = E – M denotes net export 
[3]. The difference between aggregate demand and supply 
causes the increase of production. If the difference is positive, 
this implies an increase in production and if the difference is 
negative this implies a decrease in production [4]. Dividing 
equation (1) by Y we get: 

 
( , ) ( ) ( )I Y R X Y S YY a

Y Y Y Y
¢ é ù

ê ú= + -
ê úë û

 (2) 

The investment function has the form:  

 0 2 0 2( ) , , 0I i i R Y i i= - >   (3) 

The net exports function has the form: 

 0 0, 0X x Y x= >   (4) 

The savings function has the form: 

 0 1 0 1( ln ) , , 0S s s Y Y s s= + >   (5) 

Also, let: 

 lny Y=   (6) 

 lnx X=  (7) 

Substituting equations (3)-(7) into equation (2) we get: 

 [ ]0 2 0 0 1( )y a i i R x s s y¢= - + - +   (8) 

For the money market we assume that: 
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( , ) , 0

b
R L Y Re b

M
¢ é ù

ê ú= >
ê úë û

  (9) 

Or: 

 [ ]0 1 2R b l l y l R m¢= + - -  (10) 

Where M and L denote money stock and demand, 
respectively.  

Finally, the dependence of the demand for money on 
production and nominal interest rate is given by the following 
function:  

 
1

20( , )
(1 )

l

l

YL Y R l
R -=

+
, 0 1 2, ,l l l >0  (11) 

The final model consists of equations (8) and (10): 

  [ ]0 2 0 0 1( )y a i i R x s s y¢= - + - +   

 [ ]0 1 2R b l l y l R m¢= + - -  

The model is linear and stable for each economically 

admissible value of the parameters. 

III. EQUILIBRIUM AND STABILITY OF THE LINEAR MODEL  
The equilibrium of dynamical systems is defined as the 

situation where the variables do not evolve in time. So our 
system in equilibrium conditions is [5]:  

 [ ]0 2 0 0 1( )y a i i R x s s y¢= - + - +  =0 

 [ ]0 1 2R b l l y l R m¢= + - - =0 

 
Next we examine the stability of the system by reference to 

the well known Ruth – Hurwitz criterion. So, the Jacobian of 
the original system is as follows [6]: 

  Α=
1 2

1 2

as ai

bl bl

- -é ù
ê ú
ê ú-ê úë û

 

The eigenvalues of the matrix are computed as roots of the 
following equation: 

 
1 2

1 2

s ai

bl bl

a l
l

l

- - -
A - I =

- -
 =  

 2
1 2 1 2 2 1( ) ( )s l b ab s l i ll a l+ + + +  =0 

We construct the Ruth-Hurwitz matrices: 

 1
1 2H s l ba= + >0  

 
1 22

1 2 2 1

1

0 ( )

as l b
H

ab s l i l

+
=

+
>0 

 
According to the Ruth-Hurwitz rule the necessary and 

sufficient condition for a linear system to be asymptotically 

stable [Re(λ i )<0] is Η i >0 for all i. Given that H 1 , Η 2 >0 this 
result implies that the system is asymptotically stable [7]. 
Consequently, small open economies operating in the euro 
area, i.e. without exchange rate dynamics are asymptotically 
stable.   

A. Numerical Example: 
Let us introduce a numerical example by using the 

following numerical values which are typically relevant for a 
small open economy without exchange rate dynamics: 

0 2 0 0 1 20.048, 0.16, 0.26, 0.1, 0.07, 0.16,i i x s s s= = = = = =

 0 1 20.25, 0.12, 0.6, 0.48l l l M= = = =  

The behavior of the linear system is depicted in Figs.1-2 
where the evolution in time of production and interest rate are 
shown. 
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IV. SIMPLE NON – LINEAR SYSTEM 
Typically, the dependence of investment on product is 

non-linear. If we consider a typical non-linear investment 
function of the logistic form:  
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 2( )
1 a y

kI i R Y
e -= -

+
, 2 0i >   

Instead of (8) we get: 

 2 0 0 1( )
1 a y

ky a i R x s s y
e -

é ù¢= - + - -ê ú
ê ú+ë û

  

A. Numerical Example: 
We use the same numerical values as in the previous 

example. Additionally, we assume that k=0.4 and a=4. The 
Jacobian, the determinant and the eigenvalues of the system 
can be computed routinely. The behavior of the non-linear 
system is shown in Figs. 3-4 where the evolution in time of 
production and interest rate are shown. 
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V. GENERAL NON – LINEAR SYSTEM 

If we consider a more general non-linear investment 
function of the form:  

 2( )

1( )
1 1 b ay t

kI i R Y
R e -= -

+ +
g , 2 0i >   

Instead of (8) we get: 

 2 0 0 1( )

1 ( )
1 1 b ay t

ky a i R x s s y
R e -

é ù¢= - + - -ê ú
ê ú+ +ë û

g   

A. Numerical Example: 
We use the same numerical values as in the previous 

example. Additionally, we assume that b=1.0 and a=4. The 
Jacobian, the determinant and the eigenvalues of the system 
can be computed routinely. The behavior of the non-linear 
system is shown in Figs. 5-6 where the evolution in time of 
production and interest rate are shown. 

VI. CONCLUSIONS 

     Microeconomic models deal with the behavior and the 
decisions of individuals, households and firms and the way 
their behavior determines prices and quantities [8]. In this 
context some authors have presented models of a small open 

economy from a microeconomic perspective based on the idea 
that a representative consumer chooses his equilibrium by 
solving inter-temporal optimization problems [9]. In this 
paper, we have introduced a macroeconomic model which 
deals with the performance and behavior of the national 
economy as a whole [10]. Macroeconomic models are 
typically used by governments and corporations in the 
formulation of business strategy and policy rules.  
       The macroeconomic linear system of the Small Open 
Economy model for a country operating in the Euro area 
without exchange rate dynamics was examined. The linear 
system was stable for any economically admissible values of 
the parameters. Also, non-linear perturbations were applied in 
two cases which both led to a stable system. From a 
theoretical perspective in economics this implies that for any 
small open economy operating in the Euro area without 
exchange rate dynamics under the specific conditions, 
regardless of any possible non-linearity in the investment 
function, the resulting economic system is stable. 
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Abstract— The efficient and reliable operation of material
flows in transportation networks is a subject of broad eco-
nomic interest. Important applications include the control of
signalized intersections in urban road systems and the planning
and scheduling of logistic processes. Traditional approaches to
operating material flow networks are however known to have
severe disadvantages: centralized controllers suffer from their
high computational demands that make an on-line control hardly
possible in larger networks, whereas a decentralized control using
clearing policies leads under rather general conditions to instabil-
ities. As an alternative approach that may help to overcome these
problems, a self-organization mechanism of conflicting flows is
proposed that is inspired by oscillatory phenomena of pedestrian
and animal flows at intersections or bottlenecks. For this purpose,
a permeability function is introduced that allows to sequentially
serve the different possible flow directions at an intersection in
a fully demand-dependent way.

The self-organized optimization achieved by the presented
approach is demonstrated to be closely linked to synchronization
of the oscillatory service dynamics at the different intersections in
the network. For regular grid topologies, different synchroniza-
tion regimes are present depending on the inertia of the switching
from one service state to the next one. The dependence of this
observation on the regularity of the considered network is tested.
The reported results contribute to an improved understanding
of the conditions that have to be present for efficiently operating
material flow networks by a decentralized control, which is
of major importance for future implementations in real-world
traffic or production systems.

I. INTRODUCTION

Many real-world complex systems have (among others)
the function of transportation of material and/or information
from one place to the other. Examples include systems in
technology (including vehicular traffic [1], [2], [3], production,
logistics, supply networks [4], or telecommunication) as well
as biology (for example, the nervous and cardio-vascular
system, intracellular transport using the cytoskeleton [5], [6],
and nutrient transport in amoeboid organisms [7] or fungal
mycelia [8]). One may distinguish continuous-flow systems
(for example, power grids, water supply networks, nutrient
or blood transport systems in organisms) from such systems
which are characterized by a large number of individual
and mutually interacting transportation processes (which is
the case for most information flow networks, road, railway,
pedestrian or animal traffic, production and logistics systems).

In the case of systems characterized by discrete flows,
the aim of an efficient organization is to minimize the time
required for all individual transportation processes. Typically,
this optimization is difficult and demanding, since the topology
of the underlying networks is composed of a potentially large
number of merges and intersections at which there are conflicts
between the flows on different routes. To avoid physical
collisions, these flows have to be controlled by devices like
traffic lights. The operation strategy of these devices is decisive
for the optimization of the system performance.

Whereas in the case of a low network load, the individ-
ual service of transportation units is beneficial, due to the
necessary safety headways between individual services, it
becomes inefficient if the traffic volume in a material flow
network exceeds a certain threshold. Hence, in the presence of
substantially high traffic volumes, a coordinated operation of
the conflicting flows leads to better results. Such a coordinated
operation is achieved by bundling material or vehicles into
platoons, which is performed in urban road networks by the
action of traffic lights, or in logistics by transporting heavy
loads on railways instead of roads.

In a coordinated service of conflicting material flows, the
switching between flows from and/or in different directions
leads to an accumulation of material (like vehicles or products)
on the links which are currently not served. The corresponding
effects are mathematically described in terms of queueing
theory. In switched queueing systems, every intersection of
conflicting material flows is characterized by the amount
of delayed material on all of the incoming links, which is
determined by the lengths N(t) of the associated queues.
The arrival and departure rates of material, A(t) and O(t),
are bounded by the maximum capacity Q̂ that is an intrinsic
property of the transportation route and the used devices.
Regarding the state of the different queues (which determine
the current service state of the intersection point), one may
distinguish different states of the queue: a “no service” state
and a service period, which itself is composed of a “setup”
state, a “clearing” state, and a possible “extension” state with
free-flow conditions on the served routes (see Fig. 1). In the
context of vehicular traffic control, a “setup” state of duration
τ is essential for a safe operation making sure that all vehicles
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Fig. 1. Evolution of the departure flow (outflow) O(t) and the amount of
queued material (vehicles) N(t) for one incoming link with a constant inflow
rate A(t) ≡ Q0 < Q̂. The different states of the queue are schematically
shown.

have left the conflict area before the considered traffic stream
enters, whereas “clearing” and “extension” states combine to
the total green time g during a service period.

Each of the states mentioned above is associated with
different dynamical regimes of the queueing process, which
are characterized by the relationship between the arrival flow
and the change in the amount of queued material:

dN

dt
=





A(t), “no service” and “setup” states,
A(t)− Q̂, “clearing” state,
0, “extension” state.

(1)
In a similar way, one may write for the departure flow:

O(t) =





0, “no service” and “setup” states,
Q̂, “clearing” state,
A(t), “extension” state.

(2)

Present day, material flow networks are typically subjected
to a global control. Beside the high computational demands of
such a control in the case of larger networks, the systems be-
come very unflexible with respect to their reactions to random
fluctuations of the transportation volume and extraordinary
events like traffic accidents, machine failures, or attacks.
Despite these disadvantages, for example, typical traffic lights
are mainly operated by traffic-adaptive fixed-time controllers,
which means that the average service period is fixed and
can only be varied within small intervals [9]. The natural
alternative of a decentralized control is very appealing in
terms of computational demands and flexibility. However, the
traditional approach to such a control using clearing policies
has been shown to lead to severe instabilities in networks [10]:
even if a corresponding policy is stable and optimal for a
single intersection, it may not be used for controlling acyclic
networks which are commonly present in traffic, production,
and logistics. In this work, an alternative strategy is proposed
for a decentralized control of conflicting material flows in
networks, which is motivated by empirical observations of
self-organized oscillations of pedestrian motion at bottlenecks
[11]. Using the resulting concept of a oscillating permeability
function that is controlled by the net pressure difference

between the conflicting flows, the self-organized optimization
and synchronization of the flows in a simple network config-
uration is studied in some detail.

This paper is organized as follows: In Sec. II, the basic
ingredients of a model for an efficient decentralized control
and its generalization to arbitrary network configurations are
described. The resulting switching dynamics at an isolated
merge or intersection of two flows is considered in Sec. III. If it
is applied to regular grid networks, the proposed control leads
to a system-wide coordination with a phase coherent, mutually
lagged switching dynamics of the individual intersection,
which is studied in some detail in Sec. IV. Finally, the major
results of this study are summarized and completed by an
outlook on possible modifications of the presented approach
that appear to be necessary for a practical implementation in
real-world material flow networks.

II. DESCRIPTION OF THE MODEL

The model behind the decentralized control strategy used
in this work is motivated by empirical findings from the
field of pedestrian dynamics. Suppose there are two flows
of pedestrians in opposite directions which have to pass a
common bottleneck. Using simulations with the social force
model assuming interactions between individuals due to phys-
ical and “social” pressure terms, Helbing et al. [11], [12]
have been able to explain the empirical observation of an
oscillatory switching between different flow directions by a
varying net pressure difference. Corresponding findings have
also been experimentally reported for ant traffic [13]. In
addition, related effects have been found both empirically
and by means of simulations in terms of self-organized lane
formation in intersecting pedestrian flows [14] and pedestrian
counter-flows [15] as well as for intersecting and bottleneck
flows of pedestrian and vehicular traffic [16], [17], [18].

The above mentioned results suggest that the oscillatory
switching between traffic in different directions is induced
by the variations of the mutual (physical as well as social)
pressure of the waiting and moving pedestrians. Mathemati-
cally, this phenomenon can be formulated by a cost function
C(t) which controls the permeability of the bottleneck in both
directions. For the sake of simplicity, this function will be
firstly specified for the case of two merging or intersecting
flows. In the presented model, there are two main factors
entering the cost function [19]:

1) a net “pressure” force of the waiting material, which is
proportional to the difference between the amounts of
material still waiting to cross the intersection in both
possible directions;

2) a net “drain” force that corresponds to the natural inertia
of a flow that is currently served; it will be assumed
that this drain is proportional to the difference of the
departure flows in both directions.

As an additional factor, one may also penalize the total waiting
time T (t) of the delayed material waiting on the incoming
links. In the pedestrian analogy, this additional factor may be
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reasonable as pedestrians waiting for a relatively long time be-
come impatient and, as a consequence, enhance their pressure
on the crowd with increasing waiting time. Summarizing, one
may formulate the following cost function:

C(t) =αN (N2(t)−N1(t))
+ αO(O2(t)−O1(t))
+ αT (T2(t)− T1(t)),

(3)

where the indices i = 1, 2 correspond to the incoming links,
and αN,O,T are proper weights. For simplicity, in the following
the specific choice αT = 0, αN = 1 and αO = α will be
considered.

Having specified the cost function, the next step is to define
a permeability function γi(t) for the whole set of incoming
links i at a given intersection point. In the formalism used
in this work [19], the possible choice of this function will
be restricted by some general properties: First, γi(t) is a
multiplicative “factor” entering the dynamic equation for the
outflows Oi(t), i.e., there is no outflow from link i if γi(t) = 0.
Second, γi(t) has to be normalized, that is, γi(t) ≤ 1. Third,
γi(t) should be a function of the current value of the cost
function C(t) exclusively. Fourth, γ2(t) = 1.0 − γ1(t), i.e.,
in the case of a simple merge or intersection of two flows,
the permeability for both incoming directions have to add
to one. With this setting, it is possible to fully describe a
self-organized oscillatory switching between flows in different
directions.

In the case of pedestrian motion where simultaneous flows
in both directions (and, hence, collisions between different
pedestrians) are still possible, a logistic function [19]

γ1,2(t) =
1

1 + βe±ηC(t)
(4)

can be used as a specification for γi(t) (see Fig. 2). A similar
continuous parametrization may be used for describing trans-
port processes in biological systems like the cardio-vascular
system or related biological transportation networks, where a
simultaneous service of different directions is possible under
the action of pressure gradients or incorportating diffusive
processes between the different flows. In contrast to such
situations, in technological systems such as vehicular traffic,
material transport in production systems by automatically
guided vehicles or conveyors, or baggage handling networks
at airports, a continuous parametrization with 0 ≤ γi(t) ≤ 1
would allow for potential collisions between objects trans-
ported in different directions. However, in the mentioned
systems, such collisions have to be avoided to reduce the
occurrence of accidents and the resulting damages of the
transported objects. For this purpose, it is beneficial to replace
the logistic function by a piecewise constant function that
can only approach binary values (corresponding to “stop” and
“go” commands for the respective flows) [20], [21], [22].
An example for such a function is shown in Fig. 2. As a
particular advantage, this choice allows a sharp switching
between both states. In order to avoid losses of efficiency due
to finite times required for accelerating and decelerating, an

Fig. 2. Two specific parametrizations for the permeability function in
dependence on the value of the cost C(t). The solid line shows a logistic
function (see Eq. (4)) that may be used for describing intersecting pedestrian
or biological flows, whereas the dotted line corresponds to the hysterethic
piecewise constant model used for controlling material flows in technological
systems within the framework of this study.

additional hysteresis effect may be introduced into the model,
which causes the service state to remain the same if the
traffic conditions in the operated and stopped directions are
comparable and thus introduces a preferred switching interval
at given traffic conditions.

In situations where the material flows can be operated in a
two-phase mode (e.g., merges or intersections without turning
conflicts), the resulting dynamics of the system is described
by a small set of equations relating the amounts of waiting
material Ni(t), the arrival flows Ai(t), the departure flows
Oi(t), and the permeability γi(t) of the different directions
(service phases) at the “intersection”. In addition to the above
considerations, one has to specify the relationship between
the change of the queue lengths and the associated arrival and
departure flows (which is rather trivial) and an explicit ex-
pression for the departure flows. Following the considerations
from Sec. I, in the case of a complete permeability of the
intersection in direction i (i.e., γi(t) = 1), the departure flow
Oi(t) from the respective queue occurs with maximum rate
Q̂i if there is material left in the queue, or otherwise with
the arrival rate Ai(t) of new material which is instantaneously
processed. Summarizing, one finds the following set of equa-
tions:

d

dt
Ni(t) = Ai(t)−Oi(t) (5)

Oi(t) = γi(t)×
{
Ai(t), Ni(t) = 0
Q̂i, Ni(t) > 0

(6)

γ1(t) =
{

1, C(t) < −∆C/2,
0, C(t) > ∆C/2 (7)

γ2(t) = 1− γ1(t) (8)

C(t) =

(∑

i∈L2

−
∑

i∈L1

)
(Ni(t) + αOi(t)) , (9)

where the permeability functions show a bistable behavior
in the interval [−∆C/2,∆C/2] of the cost function, Ls
are the sets of compatible flows that can be served in a
joint phase s, and Q̂i are the maximally possible flows in
the direction corresponding to the queue i. In order to give
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different priorities to different queues, it is also possible to
use an asymmetric window [Cmin, Cmax] (or, under more
general conditions, route-specific thresholds Ci) for defining
the switching thresholds of the permeability function. Note
that the above set of equations neglects finite setup times τ
required for a safe operation of real-world material flows.
However, such setup times may be easily incorporated into
the model, such that it is general enough to describe network
flows in a variety of situations, including urban road traffic,
transportation of goods in factories (e.g., by automatically
guided vehicles), logistics, biological systems, or even the
routing of data packages in certain kinds of information
networks.

If the operation of a node in a material flow network requires
more than two disjoint service phases (for example, in case of
intersections in urban road networks where left-hand turning
needs to be taken into account), the above formalism can be
generalized in a straightforward way [22], yielding a control
of the dynamics by assigning a priority index

Ps(t) :=
∑

i∈Ls

(Ni(t) + αOi(t)) (10)

to each service phase Ls, operating the phase with the highest
priority index until the cost function

Cs(t) := Ps(t)−
1

S − 1

∑

s′ 6=s
Ps′(t). (11)

falls below a certain threshold, and then switching to the
next phase. Again, in order to avoid extraordinarily high
waiting times on connections with a low load, it is possible
to additionally penalize the total waiting time Ti(t) of the
material stored on each link by an additional term proportional
to Ti(t) in the definition of the priority index.

III. DYNAMICS OF ISOLATED INTERSECTIONS

In the case of an isolated merge or turning-free intersection
of two conflicting material flows, the main properties of the
switching dynamics can be analyzed analytically. In order to
have stable flow conditions without a successive congestion
of any of the links, the average outflow Oi over one service
period must equal the average inflow Ai on every link.
Assuming the link capacity being the same on every incoming
link (Q̂i = Q̂), there are only two dynamically relevant
parameters remaining: the total intersection load defined as
u = (A1 +A2)/Q̂, and the inflow ratio r := A2/A1 [22].

A. Constant Inflows

If the corresponding arrival flows Ai(t) are assumed to
be constant with sub-critical values (that is, the sum of all
inflows is beyond the capacity limit of the intersection1, it is
possible to derive exact expressions for the switching periods,
the duration of eventual extension periods, and the minimum
and maximum amounts of material stored on the different
transportation routes.

1In general, u < 1−f(τ)) where f is a monotonously increasing function
of the incorporated setup time τ , which is neglected in the considered model.

Fig. 3. Dependence of the green time g (in arbitrary units (AU)) on the
switching threshold ∆C for A1 = A2 = 0.25 and α = 1.0 in the regimes of
incomplete clearing, complete clearing, and complete clearing with extension
phase. While the second queue j is assumed to be completely cleared at
the beginning of the service period, the different lines correspond to initial
queue lengths of Ni = 20, 19, 18, . . . (from top to bottom). The dashed line
indicated the transition between incomplete and complete clearing.

Using a piecewise constant permeability function as de-
scribed in Sec. II with equal switching thresholds ∆C/2 for all
possible service states, one may easily convince oneself that
for an initial queue length N0

i , a complete clearing requires a
time

TC,i =
N0
i

Q̂i −Ai
. (12)

However, this complete clearing takes only place if the choice
of the switching threshold ∆C/2 is large enough, in particular,

∆C ≥ 2
[
AjN

0
i

Q̂i −Ai
+N0

j − αQ̂i
]
. (13)

Otherwise, the switching to a service of the remaining link j
occurs already after a time

TI,i =
αQ̂i +N0

i −N0
j + ∆C/2

Q̂i − (Ai −Aj)
. (14)

If this threshold is sufficiently large to allow a complete
clearing of the queue i, there may be eventually another
extension phase with a duration of

TE,i =
αAi −Nj(TC,i) + ∆C/2

Aj
(15)

with Nj(TCi
) = N0

j + AjTC,i. Following these arguments,
in all cases the duration of the service period for link i, Ti,
increases linearly with the switching threshold ∆C/2. Hence,
∆C may be thought of as a characteristic scale determining
the cycle time T of the traffic light for fixed traffic volumes
described by the incoming flows A1 and A2.

Fig. 3 illustrates the above analytical findings for two sym-
metric inflows with a road utilization of 0.5. In the dependence
of the green time on the switching threshold, two regimes can
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be distinguished: complete clearing and extension (lowest line
with a constant slope) and incomplete clearing (shifted lines
with smaller slope). Both regimes are separated by a region
where a complete clearing of the queue without an extension
phase takes place. The width of this transitional regime is
determined by the value of α, and the corresponding time
increases linearly with the initial queue length N0

i . For small
values of N0

i (here: N0
i < 4, there is always a complete

clearing of the queue within one service period due to the
drain force realized by the parameter α. In contrast to this,
for larger initial queues, the green time required for complete
clearing increases linearly with both switching threshold ∆C
and initial queue length N0

i as expected.
The above results suggest that for sufficiently large ∆C,

extension phases can be found on both incoming links for a
wide range of arrival rates (see [22]). In general, the switching
dynamics of an isolated intersection can be qualitatively clas-
sified by considering whether the service period of one or both
queues leads to an incomplete (I) or complete (C) clearing and
even an eventual extension (E) phase. The decision which of
the possible combinations (II, IC, IE, CC, CE, or EE) is real-
ized is determined by the inflows A1 and A2 (or, alternatively,
the quantities u and r), the switching threshold ∆C/2 of the
permeability function, and the weight α quantifying the impact
of the net drain. Previous investigations [22] have revealed that
concerning the qualitative switching dynamics, there are two
striking features: First, the presence of an incomplete clearing
requires a rather low traffic volume on the considered link,
whereas there is much more traffic on the second one (i.e.,
for low values of r and high values of u). Such a phase can
only affect the less frequently used link. Second, extension
states can be found at almost all traffic conditions, except of
such with a sufficiently high intersection load u. Moreover,
as one would expect, there is a strong correlation between
long green times and the presence of extension phases. Note,
however, that the presence of an extension phase must not
necessarily correspond to optimal traffic conditions in terms
of usage of the total node capacity, which is related to the
freedom in defining the switching threshold ∆C.

Summarizing, the switching threshold parameter ∆C deter-
mines (together with the arrival flow rates and initial queue
lengths) the typical durations of a service period g in terms
of a monotonously increasing piecewise linear function. In
addition, the parameter α weighting the influence of the net
drain due to the current departure flows is responsible for a
complete clearing of the queue within a finite interval of ∆C.
Choosing parameter combinations within this range, the self-
organized control strategy leads to an instantaneous switching
to the next service period as the queue has been completely
cleared. If α → 0, the switching period is exclusively deter-
mined by the net “pressure” difference N2(t) − N1(t), such
that for arbitrary initial conditions, there is no guarantee that
any of the involved queues will be completely cleared. If in
contrast α� 1, the drain will dominate the dynamics, which
means that a switching can only take place when the presently
served queue is empty. From this perspective, this case has a

Fig. 4. Emergence of phase-locked states in the case of a periodic arrival flow
A1(t) = 〈A1〉 (1 + δA1 sin(2πt/Tm)) on link 1 and a constant arrival flow
on link 2. The results are shown for arrival flows with 〈A1〉 = A2 = 0.25
(all values are normalized with respect to the link capacity Q̂), ∆C = 20
and α = 1.0. Gray-scale colors correspond to the ratio between arrival flow
period Tm and switching period T , the black lines indicate parameter regions
where the deviation from a perfect 1:1 to 4:1 frequency locking (from left to
right) is smaller than 5%.

strong similarity to one of the standard clearing policies, “clear
largest buffer” (CLB).

B. Periodic Inflows

The case of constant arrival flows of material discussed
above is rather artificial. For example, in an urban road
network, vehicles are usually bundled to platoons by the action
of traffic lights. Since these traffic lights operate in a periodic
way, the outflow on a link i and, hence, the inflow to the
queue at the downstream end of this link ia described by a
periodic function, too. If the arrival flows are determined by a
periodic function with period Tm, for some distinct interval of
these periods (which depends on ∆C), the switching period
T of the self-organized control locks to this external demand
period [20]. If the amplitude of the periodic arrival flow
increases, the width of this locking window increases as well.
Moreover, there are other windows of higher-order frequency
locking with a similar behavior, which are indicated in Fig. 4.
The detailed position and width of the corresponding Arnold
tongues is determined by the parameters α and ∆C of the
permeability function γi(t) and the average inflows 〈A1〉 and
〈A2〉. In general, the choice of these parameters again yields a
naturally preferred switching frequency in the case of constant
inflows, whose existence gives rise to the non-trivial locking
intervals.

It has to be mentioned that the existence of various phase-
locked states can be observed independently of the shape of
the periodic functions. In particular, under certain situations,
non-trivial m:n locking states can be found [20]. One may
speculate that the appearance and width of such states can be
enhanced by different modifications of the scenario studied in
this work, for example, a) by decreasing the critical switching
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threshold ∆C (i.e., allowing for a complete clearing of all
queues with extension phases under almost all conditions)
or adjusting it in a way that the preferred switching time is
close to the modulation period, b) by changing from “positive”
to “negative” hysteresis in the permeability function (i.e.,
choosing a negative value of ∆C), which would correspond
to an anticipative switching regime, c) by choosing continuous
instead of piecewise constant permeability functions, or d) by
considering periodic arrival flows with more pronounced tem-
poral variability profiles (for example, arrival flows described
by rectangular (on-off) functions instead of sinusoidals). It
should be noted that options b) and c) have been used in a
recent study [20], revealing a much larger variety of locking
windows than in the scenario shown in Fig. 4. A detailed
examination of the corresponding dynamic effects is however
outside the scope of the presented study.

IV. DYNAMICS OF COUPLED INTERSECTIONS

Whereas the dynamics of isolated intersections can be
(under certain assumptions) treated analytically, the practically
more relevant case of controlling networks of intersecting
flows is more challenging. In the following, this problem is
hence addressed by means of simulations.

A. Specification of the Scenario

In order to keep the number of variables as low as possible,
in the following, some simplifications will be made:

1) For avoiding an unlimited congestion of the incoming
links, which would finally affect the whole network, it
is required that the sum of the maximum inflows for
all necessary service phases of a given intersection is
sufficiently smaller than the maximum link capacity Q̂,
which is assumed to be equal for all links.

2) The studied networks consist only of nodes of degree
k = 4 (i.e., with four pairs of ingoing and outcoming
links which connect neighboring pairs of nodes). A
consideration of nodes with k = 3 (i.e., a merge or
diverge) is also possible, however, the case of k > 4 is
not considered here. All links are assumed to allow a
bi-directional traffic.

3) Motivated by the problem of vehicular traffic in net-
works with right-hand driving policy, for every intersec-
tion and every incoming link, only right-hand turning
is permitted with a given probability p ∈ [0, 1]. In
contrast to this, direct left-hand turning will remain
forbidden, as the corresponding possibility would call
for two additional turning phases at least if the arrival
flows are sufficiently large. Moreover, in the case of road
networks with bi-directional traffic, left-hand turning
may be effectively achieved by a sequence of right-hand
turnings.

Under these assumptions, the cycle of successive service
periods consists of only two phases. The dynamic coupling of
different intersection points in a material flow network requires
to represent the inflows at a given node by the outflows
from neighboring nodes at an earlier time. In a zeroth-order

approximation, the corresponding time delay is assumed to
equal the free-flow travel time τfreei on the respective link,

Ai(t) =
∑

j 6=i
αjiOj(t− τfreei ), (16)

where αji is the fraction of the flow on link j which is turning
to link i (αji = p for right-hand turning, αji = 0 for left-
hand-turning, and αji = 1 − p otherwise). As a necessary
condition of material conservation,

∑
i αji = 1 for all links

j. To approach more realistic conditions, the free-flow travel
time has to be replaced by a load-dependent travel time, i.e., a
time-dependent travel time which is determined by the amount
of material waiting on the link. A very simple way for doing
this would be setting

τi(t) =
li −Ni(t)∆l

vfree
, (17)

where li is the total length of the road between two neigh-
boring intersections and ∆l the space occupied by one of the
queued objects.

Using the described coupling between neighboring nodes,
the switching dynamics has been studied for regular grid net-
works with 25 nodes where the material flows are operated the
same way (i.e., with the same parameters of the permeability
function) at all intersections. In a simplified setting without
load-dependent travel times and left-hand turning, it has been
observed that a network-wide self-organization of the flows
takes place that leads to a certain minimization of the total
amount of waiting material [21]. As one increases the preferred
switching threshold determined by the parameter ∆C, the
total capacity of the network, but also the amount of delayed
material successively increase.

B. Phase Coherence Analysis

In order to better understand the dynamics of the self-
organization process due to the proposed decentralized control,
a detailed phase coherence analysis has been performed. For
evaluating the presence of phase coherence in this context,
the appropriate definition of a monotonously increasing phase
variable is necessary. Without loss of generality, the initial
phase of node j has been defined in a way that φj = 0 cor-
responds to the time of the first switching of its permeability
function. In a similar way, φj = (n − 1)π then corresponds
to the time of the n-th switching at this node. Between these
switching times, the phase variable φ(t) is defined by linear
interpolation. Although this definition leads to an increase of
the phase which may be periodically modulated if the “on”
and “off” times for one specific direction are not symmetric,
in the long-term limit, these variables may be used for a phase
coherence analysis.

In order to quantify the phase coherence in a multivariate
way, different approaches based on the mean resultant length

rjk =
∣∣∣
〈
ei∆φjk(t)

〉
t

∣∣∣ =
1
T

∣∣∣∣∣
T∑

t=1

ei∆φjk(t)

∣∣∣∣∣ (18)
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(with ∆φjk(t) = φk(t) − φj(t)) as a particularly useful
bivariate measure for phase coherence have been considered
[21]: a) global or neighbor-based averages of this pairwise
phase coherence index, b) average mean resultant length of all
intersections with respect to their mean-field, c) the synchro-
nization cluster strength computed using the synchronization
cluster analysis algorithm of Allefeld and Kurths [23], d)
eigenvalue statistics obtained from the matrix of pairwise
indices in terms of the generalized synchronization cluster
analysis [24], and e) the LVD dimension density method [20],
[21] which describes the average exponential scaling of the
residual variances obtained from the eigenvalues.

Whereas all mentioned measures yield comparable results
for model systems like a network of Kuramoto phase oscil-
lators with long-range interactions [21], they show a quan-
titatively different behavior when applied to the switching
dynamics in the considered material flow model, which is most
likely explained by their different sensitivity to heterogeneity
effects. In particular, the global and neighbor-based averages
and the average coherence with the mean-field quantify only
the mean degree of phase coherence, but are not sensitive
to detect effects of spatial heterogeneity. The synchronization
cluster strength assumes implicitly the presence of a unique
synchronization cluster2, which is under general conditions a
too strong assumption, especially during the transition from
non-coherent to phase-coherent dynamics. The number and
average strength of synchronization clusters based on the gen-
eralized synchronization cluster analysis allow a better char-
acterization of heterogeneity effects, but yield rather coarse
measures. Finally, the phase coherence parameter based on the
LVD dimension density approach is well suited to quantify
heterogeneities, but is only a coarse and uncertain measure
for the strength of phase synchronization. In summary, a
combined consideration of different approaches is here helpful
to distinguish information about the average phase coherence
and its heterogeneity.

Looking at the dynamics of the material flow model in
some more detail, it turns out that the probability αji = p
of right-hand turning serves as a coupling parameter between
neighboring intersections (at least as long as possible sources
or sinks along the links of the network are neglected): If
p is large, only a lower amount of material crossing one
intersection arrives also the next one, which corresponds to
a low coupling of the dynamics, and vice versa. In a two-
parameter study in dependence on both p and the switching
threshold ∆C, multivariate phase coherence analysis reveals
pronounced Arnold tongues that correspond to different phase
coherent regimes in the system (see Fig. 5). These tongues are
separated by parameter regions that correspond to an incoher-
ent switching at the different nodes. The presence of multiple

2Note that the measures used here for quantifying phase coherence have
been introduced in the context of phase synchronization analysis, while the
notation of phase synchronization is doubtful in the context considered here
since the intersecting material flows subjected to decentralized control do
not represent self-sustained oscillators, which are a prerequisite for phase
synchronization in the standard definition [25].

Fig. 5. Mean values (upper panels) and standard deviations (lower panels)
of the mean pairwise mean resultant length

〈
rjk

〉
(left) and synchronization

cluster strength rC (right), obtained from different parts of a set of long
simulation runs for a regular 5×5 grid network with constant travel times
τ = 30s, fixed randomly chosen inflows Ai on the links entering from
outside the network, and α = 0.1. Whereas in the phase coherent regimes,
this coherence is found to be stable in time (low standard deviations), in
the incoherent parts, the considered measures fluctuate also significantly
in time (high standard deviations). Note that the results concerning the
synchronization cluster strength rC may be less reliable, as the corresponding
algorithm does not necessarily converge correctly in all cases.

regimes appears to be a consequence of the presence of two
disjoint time scales in the dynamics: the preferred switching
period described by the threshold ∆C in the permeability
functions γi(t), and the free-flow travel times τfreei that are
equal for all links in the considered grid-like topology.

C. Synchronization Analysis

In the previous paragraphs, evidence has been reported for
different regimes with a coherent switching at different nodes.
As the notation of phase synchronization cannot be used in
this context without criticism due to the missing of well-
defined self-sustained oscillators, it is of interest how the above
findings may be interpreted in a synchronization context. In
order to avoid systematic errors in the estimation of phase
coherence indices due to the piecewise linear phase definition
applied in the context of switching dynamics, it may be benefi-
cial to use alternative synchronicity concepts instead that refer
to the isochronicity (or fixed-lag synchronicity) of switching
events. Similar approaches are already used for quantifying
synchronization of events, for example, in neurophysiological
systems.

Consider the switching dynamics of two individual inter-
sections in the network, which consist of two distinct phases
under the assumptions described above. In the case of a phase
coherent dynamics, the cycle length at all intersections must
be the same. Then, for every pair of oscillations, the following
quantities are constructed:
• For the second last switching event at intersection j, the

switching event at intersection k is identified which has a
minimum time lag with respect to this event. This time lag
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Fig. 6. Mean standard deviations of the switching-time differences at different
intersections as a function of the switching threshold parameter ∆C for α =
0.1 and p = 0.05.

is computed. After this, the sequences of switching events
are traced backwards in time for both intersections event-
by-event, leading to a series of time differences ∆t(0)

jk .
• In a similar way, a sequence of time differences ∆t(1)

jk is
constructed where the reference event at intersection k is
replace by its predecessor.

In the case of (almost) isochronous switching, the values of
∆t(0)

jk will be centered around zero with a narrow distribution.
If the switching is synchronous with a certain lag, ∆t(0)

jk

and/or ∆t(1)
jk are characterized by a small standard deviation

with non-zero mean (depending on the symmetry of the
switching dynamics). Following this idea, the mean value of
∆t(0)

jk can be used as a measure of isochronicity, whereas the
minimum of the standard deviations of both sequences yields
a measure for the presence of (lagged) event synchronicity,
and the corresponding mean value determines the average lag.
The concept of event synchronization analysis can be further
refined, however, this is outside of the scope of the presented
work. For example, in the case of delays covering more than
one switching cycle, an optimal lag could be inferred by
considering the standard deviations of all event sequences
that are shifted with respect to each other by ±k events and
identifying the minimum of the resulting function.

The results of this event synchronization analysis (see
Fig. 6) are in good qualitative agreement with those obtained
from the phase coherence analysis [21]. In particular, for a
fixed turning probability p, there are distinct values of the
switching threshold for which the standard deviations of the
mutual event-time differences between different intersections
approach values near zero, indicating a possibly lagged syn-
chronization of the switching.

D. Heterogeneity Effects

The structural properties of the system studied so far have
been fully homogeneous in space. In order to understand

the impact of corresponding heterogeneities to the coherent
switching dynamics and, hence, the optimal self-organization
of the network, it has been studied how distributed travel times
corresponding to a deviation from the regular grid structure
influence the degree of synchronization in the switching dy-
namics of the network. In a recent paper [21], it has been
demonstrated that the measures of phase coherence discussed
above decay only slowly as the disorder of the system in-
creases. In general, this disorder is reflected in an increasing
amount of delayed material and a systematic tendency towards
shorter service intervals. From this, one may argue that the
presence of heterogeneities limits the capability of material
flow systems to optimally self-organize in terms of the local
control strategy used in this work.

It is likely that also an uneven spatial distribution of
other parameters (in particular, turning probabilities, switching
thresholds, or the mutual weights of the different force terms
entering the cost function C(t)) will lead to similar conse-
quences. Of more fundamental interest, however, is the ques-
tion how a consideration of dynamically adjusted travel times
incorporating queued road sections as well as acceleration
and deceleration effects may affect the resulting material flow
dynamics. This question will be further addressed in future
studies.

V. CONCLUSIONS

In many socio-economic systems, in particular in the fields
of production and logistics, there has already been a paradigm
shift from a centralized control towards a decentralized self-
organization of material flows [26]. In the special case of urban
traffic networks, the situation is however still quite different,
as local control strategies have so far not been very successful
in practical implementations. A particular reason for this is
that “traditional” decentralized control approaches based on
clearing policies may lead to unstable traffic conditions due
to the presence of dynamic feedbacks. The results reported in
this contribution may be an important step in overcoming these
problems. However, for specific practical applications, there
may be a need for incorporating additional mechanisms for
stabilizing the large-scale dynamics, for example, by including
demand anticipation over a finite time horizon [9], [27] or by
implementing additional heuristic strategies for avoiding local
deadlocks [9], [28].

In the presented work, a general concept has been discussed
for serving conflicting material flows in general networks
in a fully demand-dependent way. Apart from the potential
applicability of this approach to controlling material flows in
real-world networks, it may also be used for modelling and
understanding flows in a variety of other (in particular, biolog-
ical) systems. The key ingredient of a permeability function
which is determined by gradient forces like net pressures or
drains can be specified in such systems for describing discrete
as well as continuous flows.

It has been shown that an appropriate specification of
the permeability function leads to a fully self-organized and
synchronized dynamics of the traffic at intersections, which is
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significantly more flexible than traditional approaches using a
centrally enforced cyclic traffic light control. Hence, using the
presented approach for implementing a decentralized control
strategy at all intersections of a material flow network, the
time-delayed local coupling between the flows at neighboring
nodes leads to the emergence of a network-wide phase coher-
ent switching dynamics that can be understood in the context
of event synchronization. As a particularly interesting feature,
the presence of multiple disjoint synchronization regimes
in networks has been revealed, which is a so far not yet
fully understood dynamical phenomenon possibly related to
the presence of two intrinsic time scales of the dynamics,
corresponding to the preferred switching intervals prescribed
by the parameter ∆C of the considered model and the typical
travel times τi on the different links.

Although in the presented considerations, a continuous
flow approximation has been used for describing all material
flows, theoretical investigations [29] as well as simulations not
discussed here in detail suggest that the resulting dynamics
on the network is very similar if the individual transportation
units or agents are explicitly considered. Moreover, in this
study, a variety of simplifications have been made, which are
necessary for a detailed analytical treatment of the dynami-
cal properties of the permeability model. Additional effects
have to be explicitly taken into account in future studies,
including the influence of spatial heterogeneity and distributed
parameters, the dynamical feedback between queue lengths
and travel times, the definition of setup phases, acceleration
effects leading to a delayed clearing of queues, etc. It will be of
particular interest how these effects influence the emergence of
a synchronized switching and, as a consequence, the efficiency
of a self-organized traffic light control within the network.

The question how the observed self-organization processes
are related to an optimization of network flows has not been
discussed in much detail in this paper. From the perspective
of temporal variability, synchronization introducing regularity
of material flows on large spatial scales can be considered
as a particular optimization goal. However, regarding the
minimization of throughput (or, alternatively, waiting) times
in the network, one has to recall that the duration of service
periods increases monotonously with the switching threshold
∆C. However, when tuning this parameter in a way that
corresponds to a transition from a non-synchronous to a
synchronous switching, the corresponding increase of delayed
material is significantly reduced. These preliminary results
have so far only been verified for switching intervals without
setup times. Recent results in the field of urban traffic networks
[28] however suggest that the transition to a synchronized, not
necessarily phase-coherent service could lead to a significant
decrease in the total waiting times. The further validation of
this hypothesis within a more general framework of arbitrary
material flow networks will be an important topic of future
research.
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Abstract— the aim of this research is to develop an approach 

for seismic protection of high-risk structures with multiple-model 
structural control. Structural control provide opportunity to 
realize measures for reduction of seismic vulnerability of high 
risk structures, like nuclear power plants, bridges, lifelines, 
dams, high rise buildings etc. In this paper is proposed an 
approach for multiple-model for active and semi-active 
structural control realised with removable cross-braces control 
systems, where each system corresponds to different actuator or 
combination of actuators for structural control. After 
determination of frequencies characteristics, resonances and 
anti-resonances, is made decision about reconfiguration of the 
system. The semi-active structural control is realised by engaging 
a subset of all possible actuators. The choice of the actuator 
subset, made on the base of frequency response and magnitude 
characteristics leads to reconfiguration of the structural control 
system. The active bracing structural control system is realized 
with acceleration feedback strategies. An algorithm for multiple-
model real-time control is proposed. The simulation results for 
active and semi-active bracing experiments provided with a 
model of three storey building are shown.  

Keywords— Structural Control; Multiple-Model Approach; 
Simulation and Modeling of Seismic Signals; Strong Motion 
Seismic Waves; Controllers; Sliding Mode Control. 

I. INTRODUCTION 
The aim of this research is to develop an approach for 

seismic protection of high-risk structures with multiple-model 
structural control. Structural control provide possibility to 
realize measures for reduction of seismic vulnerability of high 
risk structures, like nuclear power plants, bridges, lifelines, 
dams, high rise buildings [5]. Displacements and velocities of 
the structures during earthquake are not absolute but depend 
upon inertial reference frame in which they are taken. As it is 
not always possible to provide structural response 
measurements during strong motion earthquakes their 
modelling by computer simulation enable earthquake 
engineers to compare and study the behaviour of structures 
during earthquakes, regarding their overall characteristics and 
potential of structural damages [5]. The structural control 
theory methods and their applications in state space, allow 
almost complete elimination of the negative motions in the 

structure, by employing active or semiactive control [4]. The 
active control strategies have been developed as one means by 
which to minimize the effects of seismic loads. The active 
control systems operate by external energy supplied by 
actuator to impart forces on the structure. The main drawback 
of this approach is that in order to achieve this effect it is 
required to apply control actions with magnitude, similar with 
the seismic one [7]. This is difficult to accomplish in practice. 
Actually, full elimination of the seismic effect on the structure 
is not needed. It is sufficient enough to reduce this effect to a 
degree to which it can be guaranteed that the structure will not 
sustain damage or at least will not fail [2]. Due to the 
possibility of the extreme force of the seismic signal, even this 
reduction is sometimes difficult to achieve. In order to 
accomplish this task it is required to take into account specific 
characteristics of the structure as well as of the seismic signal. 

In this paper is proposed an approach for active/semiactive 
control for structures. It is applicable for both open loop and 
close loop control systems realizations. Determination of the 
seismic signals characteristics is from great importance. Due 
to the fact, that the response spectrum of the seismic signal 
varies in time it is proposed that it, or its components can be 
estimated online. The main goal of the control is 
accomplished, i.e. sufficient reduction of the structures 
movement, by combine usage of the modelled seismic signals 
with the structure, controllers and control realization scheme. 
This is done by minimizing the effect not to the whole seismic 
signal, but only to the most dangerous components of it – 
resonance frequencies or close to them. 

II. CONTROL SYSTEM 
In this paper is proposed an approach for multiple-model 

active and semi-active structural control realized with active 
bracing control systems, where each system corresponds to 
different device or combination of devices for structural 
control. After determination of frequencies characteristics, 
resonances and anti-resonances, is made decision about 
including different subsystems into the overall control system. 
This leads to reconfiguration of the structural control system –
sliding mode control. 

The control system consists from two main parts - 
controller and controlled structure (Fig.1). It is assumed that 
many actuators a1, a2,…,an, can be switched on in the 
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Figure 1 Multiple model seismic structural control system 

 
structure for accomplishment of the control aim. A set of 
possible system models are designed. Each of these models 
corresponds to a different system’s configurations - with one 
actuator or with different combinations of actuators. 
Frequency responses, and especially resonance and anti-
resonance frequencies and ranges for system models are 
analyzed. 

From the set of all possible models, a subset is selected. 
This set will be referred as Bank of Models. Each model from 
the model bank corresponds to a particular working regime of 
the system or to a different system scheme – system in 
different control configuration. The Seismic Signal Estimator 
determines the seismic resonance range. In order to 
accomplish this task, a bank of digital filters is set up. This 
step is performed off-line 

During the active faze of the earthquake on-line estimation 
of the seismic signal resonance is performed. This information 
is used for Multiple Model Controller reconfigurations. The 
reconfiguration task is performed by choosing such control 
configuration from the model bank that ensures best 
suppression of the momentary earthquake resonance. In 
accordance with this selected model, the controller switch on, 
or switch off the corresponding actuators. By doing so the 
controller is realizing sliding mode control for the system with 
a variable in time structure. In this way, an adaptation of the 
control system to the seismic signal is accomplished. 

III. STRUCTURE MODELS AND CONTROLLERS 
The following matrix differential equation is assumed for a 

mathematical model of the structure, presented as (1) 

 BUFVKYYCYM +=++
dt
d

dt
d

2

2
. (1) 

Here Y is n dimensional vector of the movements in the 
main points of the structure, V is vector representation of the 
external seismic forces, U is n dimensional vector of the 
control signals (it is assumed that control action can be applied 
to all n basic points of the structure), M, C, K, F and B are 
matrixes, which represent mass, damping, stiffness, input and 
control correspondingly. 

The feedback principle can be applied for control purpose 
of this structure. Control vector U is computed using 
information from the vectors of the movements Y, velocities 
dY/dt, accelerations d2Y/dt2, as well as combination of these 
vectors at the structure’s basic points. The most general 
description of the controller can be written in the form (2) 

 .2

2
YRYRYRU yva dt

d
dt
d

−−−=  (2) 
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Here Ra is the feedback matrix in respect to accelerations, 
Rv is the feedback matrix in respect to velocities, and Ry if the 
feedback matrix in respect to position’s movements. 

The equation for the closed loop system can be obtained, 
by substituting the expression (2) into equation (1) as (3) 

 .)()()( 2

2
FVYBRKYBRCYBRM =+++++ yva dt

d
dt
d

(3) 

By comparison between equations (3) and (1), can be 
observed that components Ra, Rv and Ry of the control signal 
are modifying the plants matrixes M, C and K independently. 
The role of the matrixes M, C and K over the dynamics of the 
structures is well studied. This makes equation (3) suitable for 
analysis of the controls signal impact on the systems dynamics 
(in particular the effect on the discussed below resonance and 
antiresonance frequencies). This will significantly contribute 
to the controller design. 

From equation (3) it can be analyzed the impact of the 
controllers matrixes over the properties of the closed loop 
system: the matrix Rv of the velocity feedback modifies the 
damping matrix of the structure C. This means that through it, 
it is possible to be increased the overall damping of the 
system, i.e. to decrease the resonances. The matrix Ry of the 
position feedback modifies the structure’s stiffness matrix K. 
This means that with it the resonance frequencies of the 
system can be changed. Acceleration feedback Ra has similar 
impact on the system. It can be stated that the negative 
acceleration feedback stiffens the system, i.e. it increases its 
natural frequency. The negative acceleration feedback has the 
opposite effect – it lowers the plants frequency, i.e. it is 
equivalent to the increase of the elements of the M matrix. 
The seismic signals are high frequency signals and this will 
going to produce positive results for the control. 

IV. QUALITY CRITERIA AND CONTROLLER CHOICE 
It is convenient to perform system analysis and controller 

design in accordance to the frequency response approach, due 
to the clear physical relation between the frequency response 
and characteristics of the structures movement. Significant 
danger (during the earthquake) of a structural failure presents 
coincidence of any natural frequency of the structure with the 
resonance frequency of the seismic signal. This hazard is 
increased when the structures has small damping, i.e. with 
large resonance picks in the magnitude-frequency response. 

In this paper is proposed to control the structure’s natural 
frequencies. For controller design purposes it is proposed to be 
used following quality criteria: maximum distance between 
basic natural frequencies of the structure and resonance basic 
frequencies of the seismic signal. Of course, in order to apply 
these criteria, it is essential to have information about the 
seismic signals. For the spectral composition of the seismic 
signals or at least his resonance frequencies, some effect can 
be obtain by the controller if it is tuned in such way that 
antiresonance of the structure neutralize some of the main 
resonances of the bedrock. 

V. FREQUENCY RESPONSE, RESONANCE AND 
ANTIRESONANCE 

The paper considers acceleration feedforward and 
feedback strategies for reduction of structural response during 
seismic activity with active bracing structural control. Used 
methods for experimental determination of frequency response 
function break down into two fundamental types: swept-sine 
and the broadband approaches using fast Fourier transforms. 
Both methods can produce accurate frequency response 
functions estimates. 

The swept-sine approach is rather time-consuming, 
because it analyzes the system one frequency at a time. The 
broadband approach estimates the frequency response function 
simultaneously over a band of frequencies. The first step is to 
independently excite each of the system’s inputs over the 
frequency range of interest. 

Exciting the system at frequencies outside this range is 
typically counter productive; thus the excitation should be 
bound limited (e.g., pseudo-random). Assuming the two 
continuous signals (input u(t) and output y(t)) are stationary, 
the frequency response function is determined by dividing the 
cross spectral density of the two signals uyS  by the auto-
spectral density of the of the input signal uuS . 

More precise investigation of the control effect, natural 
frequencies and antiresonance as well as controller design can 
be performed by system’s transfer function. By applying the 
Laplas transform to the equation (3) was received (4) 

 ).()()]()()[( 2 ssss yva FVYBRKBRCBRM =+++++ (4) 

The transfer function can be obtained as (5). 

,)]()()[(

)(
)()(

12 FBRKBRCBRM

V
Y

=+++++=

==

−
yva ss

s
ssW

(5) 

from which it is easy to compute the resonance frequencies – 
roots of the polynomial in the denominator and antiresonance 
frequencies – roots of the polynomial (polynomials) in the 
nominator. From the transfer function the frequency response 
of the system can be easily obtained as well.  

In cases of high order models of the system, some 
concerns, regarding the inverse of the polynomial matrix in 
(5), may rise. In such case a state space model of the closed 
loop system can be obtained and applied for control purposes. 
Using the following notations: 

a a= +M M BR , v v= +C C BR , y y= +K K BR , 
equation (3) is transformed to(6). 

 .111
2

2
FVMYKMYCMY −−− =++ ayava dt

d
dt
d  (6) 
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Then, by introduction of the 2n dimensional state vector 
)]/([ dtd TTT YYX = , the model of the closed loop system in 

state space becomes (7). 
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The resonance and antiresonance frequencies can be 
obtained from it as well (for example with Matlab® 6.5). 

VI. SEMI-ACTIVE STRUCTURAL CONTROL 
The feedback from the control structure to the controller 

(Fig.1) creates a possibility for application of active control 
strategy. This kind of control allows almost complete 
elimination of the structures movements. However in order to 
achieve such control, large control action is required. 

Multiple model control can be realized without feedback. 
In this case the controller is working in open loop. The 
controller determines the control action only on the base on 
the information for the seismic signal, obtained from the 
seismic signal estimator. The control is very similar to the 
gain scheduling. Of course, in such case the control will not be 
effective as in the closed loop scheme (with the feedback), but 
still it can be archived significant reduction in the structures 
movement. The main advantage of the semi-active control is 
that the control strategy requires significantly less energy for 
control purposes. Such control can be achieved for example by 
switching on and off by an actuator (actuators) additional 
structural elements – removable cross-braces. 

On Fig.2 is shown an experimental setup of a model of 
three degrees of freedom structure with only one actuator. By 
switching on and off the removable cross-braces the stiffness 
of the structure is altered. On Fig.3 are presented magnitude 
characteristics of the structure in nominal regime (without 
switching the removable cross-braces), as well as in other 
regime – in which all removable cross-braces are switched on. 
It can be observed that only these two models are sufficient 
for damping the seismic signal in the important frequency 
range. This means that for each frequency at least one of the 
two characteristic is with negative values. The shown values 
are expectable the whole range, which guaranties sufficient 
damping of the seismic signal. This proves that only these two 
systems models (with switched off and all removable cross-
braces switched on) are sufficient to form the model set 
(Fig.1). Each of the model is preferred than the other one in 
two frequency ranges. This means that four filters are required 
for frequency range separation. They form the filter bank of 
the Seismic Signal Estimator. In that way the crucial 
frequency range (the range around the resonance frequency of 
the seismic signal) can be estimated for each time instant. The 
proposed digital filters are eight orders Butterworth filters. 
The chosen characteristics of the filters are presented in Fig. 4. 
During the earthquake the Seismic Signal Estimator detects 
the presence of the strong signal and estimates his main 
frequency range. Depending on the predominant magnitude of 
the corresponding filter the model is chosen. The removable 
cross-braces system is  

m3

x g (t)

m2

m1

x3 (t) 

removable 
cross-braces

x2 (t)

x1 (t)

f (t)

..

 
Figure 2 Experimental setup of active bracing control system 

 
switched on and off according to the chosen model, thus the 
sliding mode control is realized. 

On the base on the above discussion an algorithm for 
control is proposed. It consists from two parts. The first one is 
design of banks of filters and controllers. The next step is 
performed in real-time and it is on the base of the obtained 
from the previous step system. 

A. System design  
1. Design of a set from possible models for the closed loop 

system. Each of the models consist of the controlled 
structure and a controller (or a combination of controllers), 
which can perform the control tasks without exceeding 
predefined boundaries of the necessary additional energy 
for control purposes.  

2. Determination of (for each of the closed loop system 
models) the frequencies response, resonance and 
antiresonance ranges. 

3. Selection of model’s bank from a multiple model set. The 
selection is made in such a way that the antiresonance 
frequency range overlaps whole possible frequency ranges 
of the seismic signal. 
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4. Design of bank from digitals filters. Each of the filters 
corresponds to the important frequency range of the 
seismic signal. For the particular model it can be more than 
one filter. 
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Figure 3 Frequency - magnitude characteristics of the nominal system with 

removable cross braces. 
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Figure 4 Frequency - magnitude characteristics of the proposed Butterworth 

filters. 

B. Real-time control 
1. Probability analysis for the arrival moment of the 

destructive phase of the seismic signal, based on the initial 
phase of the earthquake (P wave). 

2. Estimation of the current resonance frequency of the 
seismic signal. 

3. Model selection from the multiple models set. This is done 
is such a way that the antiresonance frequencies of the 

chosen model have the best overlap of the resonance range 
of the seismic signal. 

4. Switch on the chosen controller. 
The step 2 of the algorithm is evaluated for each time 

instant and in case of significant change of the seismic signal 
resonance frequency the new model selection (steps 3) is 
selected and new controller configuration is engaged (Step 4). 

VII. EXPERIMENTAL RESULTS 
In this chapter are presented experimental results for the 

closed loop system. The simulator used for this investigation 
consists of a hydraulic actuator servo/valve assembly that 
drives a 122cm × 122 cm aluminium slip table mounted on 
high-precision, low-friction linear bearings. The capabilities of 
simulator are: maximum displacement ±5 cm, maximum 
velocity ±90 cm/sec, and maximum acceleration ±4 g/s with a 
450 kg test load. The operational frequency range of the 
simulator is nominally 0-50 Hz. The test structure, shown on 
Fig.5, was a model of a three-storey single-bay scale model 
building. The building frame was constructed on steel with a 
height of 160 cm. the floor masses of the model weighted a 
total of 230 kg, distributed evenly between the three floors. 
The time scale factor was 0,2 making the natural frequencies 
of the model approximately five times those of the prototype. 

 
Figure 5. Experimental setup of a three degree of freedom model 

 

As shown in Fig. 5 accelerometers positioned on the each 
floor of the structure measured the absolute accelerations of 
the model, and an accelerometer located on the base measured 
the ground excitation.  

To develop a high quality, control-oriented model, an eight 
channel data acquisition system consisted of eight Syminex 
XFM82 3 decade programmable anti-aliasing filters were 
employed. The data acquisition system consists as well of an 
Analogical CTRTM-05 counter-timer board and the Snap-
Master software package. The XFM82 offer programmable 
pre-filter gains to amplify the signal into the filter, 
programmable post-filter gains to adjust the signal so that it 
falls in the correct range for the A/D converter, and analog 
anti-aliasing filters which are programmable up to 25 kHz. 
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Implementation of the digital controller was performed 
using the Spectrum Signal Processing Real-Time Signal 
Processor (DSP) System. The on-board A/D system has two 
channels with 16 bit precision and a maximum sampling rate 
of 200 kHz. The two D/A channels, also with 16 bit precision, 
allow for even greater output rates so as not to be limiting. 

Typically, times the closed-loop system bandwidth, as was 
the case in this experiment, the discrete equivalent system will 
adequately represent the behaviour of the emulated 
continuous-time system over the frequency range of interest. 

Two series of experimental tests were provided to evaluate 
the performance of the controllers that were designed. First a 
broadband signal (0-50 Hz) was used to excite the structure 
and root mean square responses were calculated. In the second 
series of the tests an earthquake-type excitation was applied to 
the structure and peak responses were determined. 
The results include responses for the relative displacement of 
the actuators, the absolute accelerations of the three floors, 

321
,, aaa xxx &&&&&& , and the applied control force f. The zeroed-

control case corresponds to the case in which the actuator is 
attached, but the command signal is set equal to zero (i.e., 
u=0). From the response of the zeroed configuration it is 
shown that the “stiffness” of the actuator has a significant 
effect on the displacement (97,4%) and a moderate effect on 
the accelerations. Notice that with control, the absolute 
accelerations of the three floors are reduced by 37,8%, 56,4% 
and 61,0%, respectively, over the uncontrolled responses, and 
the first floor displacement is reduced by 95,6%. The 
controlled responses are achieved by using less force than the 
zeroed-control case. 

Comparison of the uncontrolled, zeroed and controlled 
transfer functions for the ground acceleration to the first floor 
absolute acceleration is shown on Fig. 6. Notice that the peaks 
of the controlled transfer functions from the ground 
acceleration to the structural responses are significantly 
smaller those of the zeroed transfer functions. Only the 
controlled transfer function from the ground acceleration to 
the actuator displacement is larger in magnitude than the 
zeroed response, because in the zeroed configuration the 
actuator attempts to remain in the locked position. 
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Figure 6. Comparison of uncontrolled zeroed and controlled transfer 
functions: ground acceleration to the first floor absolute acceleration. 

Comparison of the uncontrolled, zeroed and controlled 
transfer functions for the ground acceleration to the second 
floor absolute acceleration is shown on Fig. 7.  
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Figure 7. Comparison of uncontrolled zeroed and controlled transfer 
functions: ground acceleration to the second floor absolute acceleration. 

 

VIII. CONCLUSIONS  
An approach for seismic protection of high-risk structures 

with multiple-model structural control has been proposed and 
evaluated. The effects on actuator dynamics and control 
structure interaction were incorporated into the system 
identification procedure, where each control system 
corresponds to different device or combination of devices for 
structural control. After determination of the frequencies 
characteristics, resonances and anti-resonances, a decision 
about including or not some parts of the system into the total 
control system is made. This leads to reconfiguration of the 
structural control system. 

Under the broadband excitation on the experimental setup 
was achieved in total approximately 78% reduction of 
acceleration responses and a significant response reduction 
were achieved in different modes of the system. When excited 
by an earthquake disturbance, the peak response reduction of 
the top floor acceleration was 68%. The received results show 
that proposed approach should be regarded as viable and 
effective for mitigation of structural response due to seismic 
excitations. 
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Abstract—Self-organised synchronisation is a common phe-
nomenon observed in many natural and artificial systems: simple
coupling rules at the level of the individual components of
the system result in an overall coherent behaviour. Owing to
these properties, synchronisation appears particularly interesting
for swarm robotic systems, as it allows to robustly coordinate
through time the activities of the group while keeping a minimal
complexity of the individual controllers. The goal of the exper-
iments presented in this paper is the study of self-organising
synchronisation for robots that present an individual periodic
behaviour. In order to design the robot controllers, we make
use of artificial evolution, which proves capable of synthesising
minimal synchronisation strategies based on the dynamicalcou-
pling between robots and environment. The obtained resultsare
analysed under a dynamical systems perspective, which allows us
to uncover the evolved mechanisms and to predict the scalability
properties of the self-organising synchronisation with respect to
varying group size.

I. I NTRODUCTION

Synchrony is a pervasive phenomenon: examples of syn-
chronous behaviours can be found in the inanimate world
as well as among living organisms [1], [2]. The discovery
of the basic mechanisms behind self-organised synchronisa-
tion aroused research for many years, until the appropriate
analytical methods were developed [3], [4]. Self-organising
synchronisation phenomena can be modelled as systems of
multiple coupled oscillators. Consider for example the syn-
chronous flashing of fireflies [5]. Fireflies can be modelled as
a population of pulse-coupled oscillators with equal or very
similar frequencies. These oscillators can influence each other
by emitting a pulse that shifts or resets their oscillation phase.
The numerous interactions among the individual oscillator-
fireflies are sufficient to explain the synchronisation of the
whole population (for more details, see [5]–[7]).

The synchronisation behaviours observed in Nature can be
a powerful source of inspiration for the design of robotic
systems. Synchronisation is an important mean to achieve
coordination. This holds true particularly for swarm robotic
systems [8], where emphasis is given to the emergence of
coherent group behaviours from simple individual rules. Much
work takes inspiration from the self-organised behaviour of
fireflies or similar synchronisation behaviours observed in
Nature [9]–[13]. The goal of the experiments presented in this
paper is the study of self-organising synchronisation in a group
of robots based on minimal behavioural and communication
strategies. We follow the basic idea that if an individual
displays a periodic behaviour, it can synchronise with other
(nearly) identical individuals by temporarily modifying its

behaviour in order to reduce the phase difference with the
rest of the group. In other robotic studies, synchronisation is
based on the entrainment of the individual internal dynamics
through some form of communication. In this paper, instead,
we do not postulate the need of internal dynamics. Rather, the
period and the phase of the individual behaviour are defined
by the sensory-motor coordination of the robot, that is, by
the dynamical interactions with the environment that result
from the robot embodiment. We show that such dynamical
interactions can be exploited for synchronisation, allowing to
keep a minimal complexity of both the behavioural and the
communication level. In order to define a robot controller
able to exploit such dynamical agent-environment interactions,
we use artificial evolution [14], [15]. The obtained resultsare
analysed under a self-organising perspective, evaluatingtheir
scalability to large groups of robots.

The main contribution of this paper consists in the analysis
of the evolved behaviours, which is brought forth exploiting a
dynamical systems approach [16]. In this paper, we introduce
a dynamical system model of the robots interacting with the
environment and among each other. This model offers us
the possibility to deeply understand the evolved behaviours,
both at the individual and collective level, by uncovering the
mechanisms that artificial evolution synthesised to maximise
the user-defined utility function. Moreover, we show how
the developed model can be used to predict the ability of
the evolved behaviour to efficiently scale with the group
size. We believe that such predictions are of fundamental
importance to quickly select or discard obtained solutions
without performing a time-demanding scalability analysis, as
well as to engineer swarm robotic systems that present the
desired properties.

II. EVOLUTION OF SELF-ORGANISING SYNCHRONISATION

In this section, we present the experimental scenario defined
for the evolution of synchronisation behaviours. The task
requires that each robot in the group displays a simple periodic
behaviour, which should be entrained with the periodic be-
haviour of the other robots present in the arena. The individual
periodic behaviour consists in oscillations along they direc-
tion of the rectangular arena (see Figure 1). Oscillations are
possible through the exploitation of a symmetric gradient in
shades of grey painted on the ground, which can be perceived
by the robots through the infrared sensors placed under their
chassis. The gradient presents a black stripe for|y| > 1, in
which the robots are not supposed to enter. Collisions with
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walls or other robots are avoided using the infrared proximity
sensors placed around the cylindrical body of the robots.
Finally, synchronisation of the movements can be achieved
by exploiting a binary communication system: each robot can
produce a continuous tone with fixed frequency and intensity.
When a tone is emitted, it is perceived by every robot in the
arena, including the signalling one. The tone is perceived in
a binary way, that is, either there is someone signalling in the
arena, or there is no one.

The robots used in this experiments are thes-bots, which are
small autonomous robots with a differential drive system [17].
The evolutionary experiments presented in this paper are
performed in simulation, using a simple kinematic model
of the s-bots, and the results are afterwards validated on
the physical platform. Artificial evolution is used to set the
connection weights and the bias terms of a fully connected,
feed forward neural network—a perceptron network. The evo-
lutionary algorithm is based on a population of 100 genotypes,
which are randomly generated. This population of genotypes
encodes the connection weights of 100 neural controllers. Each
connection weight is represented with a 8-bit binary code
mapped onto a real number ranging in[−10, +10]. Subsequent
generations are produced by a combination of selection with
elitism and mutation. Recombination is not used. At each
generation, the 4 best individuals—i.e., theelite—are retained
in the subsequent generation. The remainder of the population
is generated by mutation of the 20 best individuals. Each
genotype reproduces at most 5 times by applying mutation
with 3% probability of flipping a bit. The evolutionary process
runs for 500 generations.

The evolved genotype is mapped into a control structure
that is cloned and downloaded onto all thes-botstaking part
in the experiment (i.e., we make use of a homogeneous group
of s-bots). The performance of a genotype is evaluated by a
2-component function:F = 0.5 · FM + 0.5 · FS ∈ [0, 1].
The movement componentFM simply rewards robots that
move along they direction within the arena at maximum
speed. The oscillatory behaviour derives from the fact that
the arena is surrounded by walls, so that oscillations during
the whole trial are necessary to maximiseFM. The second
fitness componentFS rewards synchrony among the robots as

y

x

Fig. 1. Snapshot of a simulation showing three robots in the experimental
arena. The dashed lines indicate the reference frame used inthe experiments.

the cross-correlation coefficient between the distance of the
robots from thex axis. In this way, synchronous oscillations
are rewarded also when robots are in perfect anti-phase.
In addition to the fitness computation described above, two
indirect selective pressures are present. First of all, a trial is
stopped when ans-bot moves over the black-painted area,
and we assign to the trial a performanceF = 0. In this
way, robots are rewarded to exploit the information coming
from the ground sensors to perform the individual oscillatory
movements. Secondly, a trial is stopped when ans-botcollides
with the walls or with another robot, and also in this case we
setF = 0. In this way, robots are evolved to efficiently avoid
collisions.

III. E VOLUTIONARY RESULTS

We performed 20 evolutionary replications, each starting
with a different population of randomly generated genotypes.
Each replication produced a successful synchronisation be-
haviour, in which robots display oscillatory movements along
the y direction and synchronise with each other, according to
the requirements of the fitness function. The individual ability
to perform oscillatory movements is based on the perception
of the gradient painted on the arena floor, which gives infor-
mation about the direction parallel to they axis and about the
point where to perform a U-turn and move back towards thex
axis. In order to produce self-sustained oscillations, signalling
is exploited. The main role of the evolved communication
strategy is to provide a coupling between the oscillatings-
bots, in order to achieve synchronisation. In fact, each evolved
controller produces a signalling behaviour that varies while
the robots oscillate. In this way, the signal emitted by a robot
carries information about its position (orphase), which can
be exploited by other robots for synchronisation. In summary,
the evolved synchronisation behaviours are the results of the
dynamical relationship between the robot and the environment,
modulated through the communicative interactions among
robots. No further complexity is required at the level of
the neural controller: simple and reactive behavioural and
communication strategies are sufficient to implement effective
synchronisation mechanisms.

A qualitative analysis of the obtained controllers revealsthat
the behaviours produced are quite similar one to the other.
In general, it is possible to distinguish two phases in the
evolved behaviours: an initial transitory phase during which
robots achieve synchronisation, and a subsequent synchronised
phase. The transitory phase may be characterised by physi-
cal interferences between robots due to collision avoidance,
if robots are initialised close to each other. The collision
avoidance behaviour performed in this condition eventually
leads to a separation of thes-botsin the environment, so that
further interferences to the individual oscillations are limited
and synchronisation can be achieved. During the synchronous
phase, collision avoidance is therefore less probable, but
still possible due to the environmental noise, which may let
robots deviate from their normal movements and approach
other robots. Otherwise, this phase is characterised by stable
synchronous oscillations of alls-bots, and small deviation from
synchrony are immediately compensated.
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IV. DYNAMICAL SYSTEM MODELLING

We want to analyse the behaviour of a group of robots
that synchronise their periodic oscillations. Our main interest
is the understanding of both the individual behaviour and
the synchronisation mechanism. Such understanding may be
useful to predict some features of the evolved behaviour,
e.g., scalability. To do so, we model the behaviour of the
single robot looking only at the relevant features of the agent-
environment dynamics. In particular, we ignore physical inter-
actions among robots and between robots and walls. Moreover,
we neglect the environmental noise and second order dynamics
in the robot motion. As a consequence of such simplifications,
the oscillatory behaviour of the robotr can be modelled as
follows:

〈yr, θr, Sr〉|t+1 = Bc(yr, θr, s)|t. (1)

where yr is the y coordinate of robotr at time t, θr its
orientation,s is the binary communication signal perceived at
time t andSr is the signal emitted by robotr at time t. The
functionBc encodes the fundamental features of the individual
behaviour, as it is produced by the parametersc of the evolved
controller. In other words, given the above simplification and
considering the features of the gradient painted on the arena
floor, it is possible to neglect thex coordinate of a robot, as
it does not influence the individual behaviour. The latter can
be described as a trajectory in the 3D space〈y, θ, s〉, which is
determined byBc. Notice that when only one robot is present,
the perceived sounds corresponds to the self-emitted signal
Sr. With R interacting robots, the communication channel
determines the following coupling rule:

s(t) = max
r

Sr(t) ∈ {0, 1}, (2)

which specifies that a binary signal is perceived if and only
if it exists at least ones-bot r that is signalling. Notice
that the sound perceptions is equal for all robots in the
environment, because communication is global and binary.
What happens withR robots? The only interaction amongs-
botsis a communicative one, given by the coupling introduced
in equation (2). It is therefore possible to define the following
discrete-time dynamical system of3R + 1 equations:





〈y1, θ1, S1〉|t+1 = Bc(y1, θ1, s)|t
...

〈yR, θR, SR〉|t+1 = Bc(yR, θR, s)|t
s|t+1 = maxr Sr|t+1

. (3)

In the following, we make use of this model to discuss about
the behaviour of a singles-botand the evolved synchronisation
mechanism.

V. BEHAVIOURAL ANALYSIS

The behaviour of the individuals-botcan be studied looking
at how positiony, orientationθ and perceived sounds vary
through time. We analyse the behaviour produced by the best
evolved controller among the 20 evolutionary replications,
namely the controller evolved in the 8th replication, which
will be referred to asc8. To do so, we numerically integrate
equation (3) forR = 1 to compute avector field showing

the instantaneous direction and magnitude of change for each
point in the state space〈y, θ, s〉 (see the top-left plot in
Figure 2). This is a 3-dimensional space wherey and θ are
continuous variables that vary respectively in the range[−1, 1]
and[0, 2π], while s is a binary variable. The plot suggests how
the state of ans-botstarting at any point in its space evolves
through time. Together with the vector field, the continuous
line indicates the limit cycle attractor to which every trajectory
converges. Notice that the continuous line is actually a closed
trajectory, due to the2π-periodic boundary conditions ofθ.
The existence of such a limit cycle attractor indicates that
the individual behaviour is actually periodic, and defines the
dynamics of convergence toward a stable motion of the robot.

Another important information can be extracted from the
vector field: the signalling behaviour. For each point in the
plane〈y, θ〉, it is possible to distinguish 4 different signalling
behaviours:

• no signalling: the robot never emits a signal when placed
at position〈y, θ〉.

• environment-driven signalling: the robot always emits a
continuous signal when placed at position〈y, θ〉, no mat-
ter what signal is perceived. Signalling depends entirely
on the position of thes-bot in the environment.

• signal-driven signalling: the robot emits a continuous
signal when placed at position〈y, θ〉, but only in response
to a perceived signal. Otherwise, no signal production is
observed.

• alternate signalling: the robot emits a signal when
placed at position〈y, θ〉 if no signal is perceived, and
signalling is stopped in response to a perceived signal.
As a consequence, thes-bot continuously switches on
and off its loudspeaker.

We show the signalling behaviour of the best evolved con-
troller in the top-right plot of Figure 2. Different signalling
behaviours are indicated by circles filled with varying grey-
level. It is possible to notice that the limit cycle traverses
areas of the state space characterised by varying signalling
behaviour. A signal is produced when thes-bot enters the
“environment-driven” area, and it is stopped when thes-bot
exits from the “signal-driven” area. Notice that entering in the
signal-driven area havings = 0 does not lead to the production
of a signal, while entering withs = 1 maintains the previous
signalling status.

In order to describe the individual behaviour, notice that the
limit cycle attractor jumps between the planes characterised by
s = 0 ands = 1. In other words, the system switches between
two different dynamics. The vector fields for these two con-
ditions determine the quality of the individual oscillations, as
shown in the bottom plots of Figure 2. Whens = 0, the robot
follows the left vector field, moving straight until it enters
in the environment-driven signalling area. At this point, the
production of a signal corresponds to a switch to the dynamics
described by the right vector field, which presents a limit cycle
attractor displayed by a dotted line. It is possible to notice how
the normal limit cycle approaches this attractor whens = 1
(see the grey segments of the limit cycle in Figure 3). However,
before converging onto this attractor, the limit cycle enters the
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Fig. 2. Individual behaviour produced by controllerc8. Top-Left: 3D vector field showing for each point in the statespace the direction of variation and
its magnitude. Theθ dimensions is characterised by2π-periodic boundary conditions. The continuous line represents the limit cycle attractor. Top-Right:
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the bottom-right vector field represents the limit cycle fora constant perceived signal forced to1, despite the individual behaviour.

“no signalling” area, and therefore thes-botswitches back to
movements dictated by the vector field fors = 0.

Once decoded the individual behaviour, we analyse the
system (3) withR = 2 robots. In this case, the dimensionality
of the system does not allow an easy visualisation of the
trajectories. However, we observed that thes-bots’ movements
are governed solely by the individual behaviourBc and by

the coupling rule (2), which states that a signal is perceived
whenever somes-bot emits a signal. As a consequence, it
is possible to describe the behaviour of synchronisings-
bots by looking at how the individual movements change
with respect to incoming signals. Figure 3 presents various
plots that represent different phases of the synchronisation. In
the upper part, the positiony for the two robots is plotted
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with respect to time. It is possible to observe that after an
initial transitory phase, the robots converge towards coordi-
nated movements. In particular, the positiony is “modulated”
through communicative interactions: the robot that signals first
influences the behaviour of the other robot, which anticipates
the turnabout in response to the perceived signal (see the gray
bands in the background that indicate a continuous perceived
signal). A better idea on how synchronisation is achieved is
given by plotting the trajectories of the two robots over the
vector fields fors = 0 ands = 1 (see the central and bottom
plots of Figure 3). The twos-botsstart in the points indicated
by ‘O’, and none of them is signalling. As a consequence,
the s-bots follow the top-left vector field, until they reach
the point indicated by an ‘A’. Here, one of the robot enters
the environment-driven signalling area, and therefore emits a
signal, that triggers a behavioural change in both robots. The
robots now follow the top-right vector field and both perform
a clockwise turn, as indicated by the arrows. However, this
turn is not performed at the same speed by the two robots:
the one at largery moves faster than the other, as indicated
by the size of the arrows of the vector field. Consequently,
the difference in distance among the two robots is consistently
reduced in this phase, which ends with the robots reaching the
points indicated with ‘B’. In the interval from points ‘B’ to
points ‘C’ no robot is signalling and no interaction is present.
The same interaction characterises the phases between points
‘C’ and ‘D’ and between ‘E’ and ‘F’, until synchronisation is
achieved. This synchronisation mechanism is therefore based
on the modulation of the positiony during the oscillation: the
first robot that reaches the environment-driven signallingarea
triggers a U-turn in the other robot, which is however per-
formed at a lower speed, allowing the trajectories to approach
and eventually converge into synchronous oscillations.

VI. SCALABILITY ANALYSIS

The analysis of the synchronisation behaviour for twos-
bots is accompanied by a scalability analysis in which we test
all evolved behaviours with groups of 3, 6, 12, 24, 48 and 96
s-bots. We first test the evolved behaviour in simulation, and
we found that physical interactions may prevent the system
from scaling to very large number of robots (data not shown).
In fact, physical interactions occur with a higher probability
per time step as the group size increases. Every collision
avoidance provokes a temporary de-synchronisation of at least
two robots, which have to adjust their movements in order
to re-gain synchronous oscillations with other robots. As a
consequence, the performance of the group as a whole is
negatively affected. Still, the evolved synchronisation mech-
anism may scale well if there are no physical interactions.
To prove so, we performed a further scalability analysis by
ignoring collisions among robots (see Figure 4). We found
that many controllers present perfect scalability, with only a
slight decrease in performance due to the longer time required
by larger groups to perfectly synchronise. However, other
controllers present poor performance for large groups. By
observing the actual behaviour produced by these controllers,
we realised that the absence of scalability is caused by a

communicative interference problem: the signals emitted by
differents-botsoverlap in time and are perceived as a constant
signal (recall that the sound signals are global and that they
are perceived in a binary way, preventing ans-bot from
recognising different signal sources). If the perceived signal
does not vary in time, it does not bring enough information to
be exploited for synchronisation. This problem is the result of
the fact that we used a “global” communication form in which
the signal emitted by ans-bot is perceived by any others-bot
everywhere in the arena. Moreover, from the perception point
of view, there is no difference between a singles-bot and a
thousand signalling at the same time. The lack of locality and
of additivity is the main cause of failure for the scalability
of the evolved synchronisation mechanisms. However, as we
have seen, this problem affects only some of the analysed
controllers. In the remaining ones, the evolved communication
strategies present an optimal scalability that is only weakly
influenced by the group size.

Is it possible to predict whether a given evolved behaviour
will scale or not with increasing group size? We try to give
an answer by exploiting the mathematical model introduced
in Section IV. We start from the observation that, if a
synchronisation mechanism does not scale with the group
sizeR, there exist an alternative attractor to the synchronous
one, in which robots move incoherently. In other words, the
dynamical system (3) undergoes a bifurcation with varying
parameterR, so that two attractors are observable for large
R: the coherent, synchronous one, and the incoherent one. In
order to predict from the individual behaviour whether such
a bifurcation exists, it is necessary to understand which are
the conditions for the existence of an incoherent attractor.
Recall that, whenever an evolved synchronisation mechanism
does not scale, the perceived signal does not vary in time. In
such a situation, in fact, thes-botsdo not receive information
about the position and orientation of other robots. If ans-bot
r perceives a constant signal, its behaviour can be predicted
as follows:

〈yr, θr, Sr〉|t+1 = Bc(yr, θr, f(s))|t, (4)

where f(s)|t indicates the constant perceived signal. It is
therefore possible to plot the vector field for the above
behaviour, and analyse possible attractors—be they fixed
points or limit cycles—towards which all trajectories of the
s-bot converge. We claim that, if such attractors exist and
if they entirely lay out of the portion of state space in
which Sr(yr, θr, f(s))|t+1 = f(s)|t+1—which we refer to
as thenon-interaction area—then the evolved synchronisation
mechanism is scalable, no matter the group sizeR.

To prove the above claim, simply observe that the incoherent
attractor exists contextually to a perceived signal that does not
vary in time. Given that thes-botsthemselves are responsible
for signal production, the existence of the incoherent attractor
requires that alls-botsparticipate in the signal production, so
that:

∀t ∃r ∈ {1, . . . , R} : Sr(yr, θr, f(s))|t+1 = f(s)|t+1. (5)

However, this requires that the attractor for the system (4)
is contained at least partially within thenon-interaction area,
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which contradicts our hypothesis.

The controllerc8 analysed in Section V produces a scalable
behaviour, as shown in Figure 4. In fact, it presents a limit
cycle attractor shown as a dotted line in the bottom-right
vector field of Figure 2, which is completely contained within
the no-signalling area. On the contrary, controllerc13 does
not present scalability (see Figure 4). The evolved behaviour
can be appreciated and analysed with the 3D vector field of
Figure 5 that shows the individual behaviour under normal
conditions. The right vector field in Figure 5 corresponds to
the behaviour of thes-bot when a continuous signals = 1
is constantly perceived. It is possible to notice that the limit
cycle attractor for this condition traverses the environment-
driven signalling area. As a consequence, with a sufficiently
large number ofs-botsthe evolved synchronisation mechanism
does not scale, as can be appreciated in Figure 4.

A further prediction from the mathematical model consists
in the minimum group sizeRm for which the incoherent
attractor exists (i.e., the bifurcation point). This groupsize
depends on the time each robot spends in thenon-interaction
area while moving over the limit cycle. In fact, in order to
satisfy condition (5), it is necessary that while a robot moves
within thenon-interaction area, another robot prepares to enter
in it. In other words,Rm robots should be evenly spaced
over the limit cycle so that, when ones-bot exits thenon-
interaction area, another one enters in it, therefore sustaining
the production of the constant signal. As a consequence, the
minimum group sizeRm is given by:

Rm =
⌈

T

Tn

⌉
, (6)

where T is the period of a single oscillations, andTn is
the fraction of this period spent within thenon-interaction
area. For controllerc13, we experimentally obtainedRm = 6,
which is to be considered a theoretical lower bound for the
minimum group size. We actually observed the appearance of
the incoherent attractor for a minimum group size of9 (data
not shown).

VII. C ONCLUSION

Much as natural evolution produced swarms of fireflies able
to self-organise to achieve coherent group behaviour, artificial
evolution can synthesise self-organising swarms of robotsthat
accomplish complex tasks. In this respect, swarm intelligence
can benefit from the study and analysis of natural as well
as artificial systems: in both cases, a deep understanding of
the dynamics that govern the individual behaviour and the
social interactions can underpin novel developments in theen-
gineering of swarm intelligent systems. In this paper, we have
presented an artificial evolutionary process that has shaped
the behaviour of a robotic system to display self-organised
synchronisation. We have also shown how the dynamical
system analysis can explain the evolved mechanisms and
predict the behaviour of the robotic system for varying group
size. We believe that this analysis can bring useful insights on
how to build—through automatic techniques or hand-design—
swarm robotics systems that are capable of self-organised
synchronisation and that scale to large number of robots. In
fact, we have given a clear description of the building blocks
necessary to produce synchronised behaviours, and, most
importantly, we have decoded the individual behaviour to find
the conditions that allow the system as a whole to synchronise,
no matter the group size. In conclusion, we believe that studies
about synchronisation such as the one presented in this paper,
notwithstanding the explicitly simplified experimental setup,
can have a strong impact on future studies in swarm robotics.
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Abstract— In this contribution we present a generic
mechanism to transform an oscillator into an adaptive
frequency oscillator, which can then dynamically adapt its
parameters to learn the frequency of any periodic driving
signal. Adaptation is done in a dynamic way: it is part
of the dynamical system and not an offline process. This
mechanism goes beyond entrainment since it works for
any initial frequencies and the learned frequency stays
encoded in the system even if the driving signal disappears.
Interestingly, this mechanism can easily be applied to
a large class of oscillators from harmonic oscillators to
relaxation types and strange attractors. Several practical
applications of this mechanism are then presented, ranging
from adaptive control of compliant robots to frequency
analysis of signals and construction of limit cycles of
arbitrary shape.

I. I NTRODUCTION

Nonlinear oscillators are very important modeling
tools in biological and physical sciences and these
models have gained a particular attention in engineering
fields over the last decades. These models are interesting
because of their synchronization capabilities with other
oscillators or with external driving signals. However
their synchronization capabilities are limited and it is not
always an easy task to correctly choose their parameters
to ensure proper synchronization with external driving
signals. Indeed, an oscillator has a finite entrainment
region that depends on many parameters, such as
coupling strength and frequency difference between the
oscillator and the driving signal.

Some recent work, however, showed that it is possible
to modify oscillators such that they can overcome these

synchronization limitations, by adding some dynamics
to the parameters of the oscillator such that it can learn
the frequency of an input signal. But these attempts are
often limited to simple classes of oscillators, equivalent
to phase oscillators [1], [2] or to simple classes of driving
signal (pulses) [3].

Recently we designed a learning mechanism for os-
cillators which adapts their frequency to the frequency
of any periodic input signal [4], [5]. The parameter with
the strongest influence on the frequency of the oscillator
is turned into a new state variable of the system. Inter-
estingly this mechanism appears to be generic enough
to be applied to many different types of oscillators,
from phase oscillators to relaxation types, and to strange
attractors. The frequency adaptation process goes beyond
mere entrainment because if the input signal disappears,
the learned frequency stays encoded in the oscillator.
Moreover, it is independent of the initial conditions,
thus working beyond entrainment basins (i.e. it has an
infinite basin of attraction). We called this adaptation
mechanismdynamic Hebbian learningbecause it shares
similarities with correlation-based learning observed in
neural networks [6].

In this contribution, we present this generic adaptation
mechanism. Then we show several applications, ranging
from adaptive control for legged robots with passive
dynamics [4], [7], where the adaptive oscillators find the
resonant frequency of the robot to frequency analysis
with systems of coupled adaptive oscillators [8] and
construction of limit cycles with arbitrary shape [9].
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II. A DAPTIVE FREQUENCY OSCILLATORS

A. A generic rule for frequency adaptation

We consider general equations for an oscillator per-
turbed by a periodic driving signal

ẋ = fx(x, y, ω) + KF (t)

ẏ = fy(x, y, ω)

wherefx and fy are functions of the state variables
that produce a structurally stable limit cycle and of
a parameterω that has a monotonic relation with the
frequency of the oscillator when unperturbed,K = 0
(we do not require this relation to be linear).F (t) is
a time periodic perturbation andK > 0 the coupling
strength.

In order to make the oscillator learn the frequency of
F (t), we transform theω parameter into a new state
variable, that will have its own dynamics. The generic
rule that allows us to transform this oscillator into an
adaptive frequency one is as follows

ω̇ = ±KF (t)
y√

x2 + y2

where the sign depends on the direction of rotation of
the limit cycle in the(x, y) plane.

B. Properties of the adaptation mechanism

We proved in [5] that the adaptation mechanisms
made the frequency converge to the frequency of any
periodic input signal for phase and Hopf oscillators.
In the case of several frequencies in the spectrum of
F (t), the frequency converges to one of the frequency
component, depending on the initial frequency of the
oscillator.

Moreover, the higher the coupling strengthK is, the
faster the convergence. It can be shown that for suitable
coupling strength, the convergence is exponential (of
order e−t). Examples of frequency adaptation for the
Hopf oscillator, with several different inputs is shown in
Figure 1. The corresponding equations for the adaptive
Hopf oscillator are

ẋ = (µ− x2 − y2)x− ωy + KF (t)

ẏ = (µ− x2 − y2)y + ωx

ω̇ = −KF (t)
y√

x2 + y2

We can notice in Figure 1(d) that the adaptation
mechanism works also for time-varying signals (i.e. with
a time-varying frequencies). This tracking is however

Fig. 1. (a) Typical convergence of an adaptive frequency Hopf
oscillator driven by a harmonic signal ((F (t) = sin(2πt)). The
frequencies converge towards the frequency of the input (indicated in
dashed line). After convergence the frequency oscillates with a small
amplitude around the frequency of the input. In all figures, we plot
in the main graph the time evolution of the difference betweenω and
the input frequency, normalized by the input frequency. The top right
panel shows the driving signals (note the different scales). (b) Square
pulse I(t) = rect(ωF t), (c) Sawtooth,I(t) = st(ωF t), (d) Chirp
I(t) = cos(ωct), whereωc = ωF (1+ 1

2
( t
1000

)2). (Note that the graph
of the input signal is illustrative only since changes in frequency takes
much longer than illustrated). (e) Signal with two non-commensurate
frequenciesI(t) = 1

2

h

cos(ωF t) + cos(
√

2
2

ωF t)
i

, i.e. a represen-
tative example how the system can evolve to different frequency
components of the driving signal depending on the initial condition
ωd(0) = ω(0)−ωF . (f) I(t) is the non-periodic output of the Rössler
system. The R̈ossler signal has a1/f broad-band spectrum, yet it has
a clear maximum in the frequency spectrum. In order to assess the
convergence we useωF = 2πfmax, wherefmax is found numerically
by FFT. The oscillator converges to this frequency.

limited by the exponential convergence rate of the adap-
tation mechanism. Further examples of such tracking and
limitations can be found in [8] for pools of oscillators.

Moreover, extensive numerical simulations show that
this adaptation mechanism works also for many different
types of non-harmonic oscillators. Some examples are
shown in Figure 2, with an adaptive Rayleigh oscillator,
an adaptive Fitzhugh-Nagumo one and a Rössler system
in chaotic mode. For the first two oscillators there
is no linear relation betweenω and the frequency of
oscillations but the adaptive mechanism is able to find
a suitable value forω such that the frequency of the
oscillator is the same as the frequency of the input signal.
For the R̈ossler system, the frequency of the system is
not well defined since the system is not periodic, but we
can define a pseudo-frequency and the system can adapt
it to the frequency of a periodic input.
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Fig. 2. For each oscillator,ω corresponds to the adaptive parameter. Each figure is composed of 3plots. The right one shows the evolution
of ω. The left ones are plots of the oscillations (thex variable) and of the input signal F (dashed line), before (upper figure) and after (lower
figure) adaptation.
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Fig. 3. Structure of the pool of adaptive frequency oscillators that
is able to reproduce a given teaching signalT (t). The mean field
produced by the oscillators is fed back negatively on the oscillators.

III. A PPLICATIONS

We now present several applications for the adaptation
mechanism, ranging from robot control to frequency
analysis and automatic construction of limit cycles of
arbitrary shape.

A. Robot with passive dynamics

The adaptation mechanism can be used to find the res-
onant frequencies of legged robots with passive elements
(i.e. springs) [4], [7], [10]. The developed controller,
based on adaptive frequency oscillators, can tune itself to
the resonant frequency of the robot via a simple feedback
loop from sensors on the robot (e.g. position or inertial
sensors). The locomotion thus becomes very efficient by
exploiting the intrinsic dynamics of the robot. Another
advantage of this type of control is that one does not need
to tune the controller to specific robot and the controller
can track any change in this frequency automatically, for
example if this frequency change due to mass or spring

stiffness changes or to a gait transition (if the robot
is stepping on 2 feet or 4 feet, its resonant frequency
changes).

B. Frequency analysis

Another application is the use of a pool of adaptive
frequency Hopf oscillators to perform frequency analysis
of an input signal [8]. The oscillators are coupled via
a negative mean field with the input signal to analyze
as is shown in Figure 3. The oscillators converge to
the frequencies present in the spectrum of the teaching
signal and due to the negative feedback, each time
an oscillator finds a correct frequency, this one loses
its amplitude. Thus, the other oscillators onlyfeel the
remaining frequencies to learn.

This pool of oscillators is able to approximate the
frequency spectrum of any signal. This works for signals
with discrete spectra, but also for continuous spectra and
time-varying spectra. The spectrum is approximated by
the distribution of the frequencies of the oscillators and
thus, the resolution of the approximation can be made
arbitrary good by increasing the number of oscillators
present in the pool.

Figure 4 shows how the system can approximate the
spectrum of a broad-band chaotic signal from the Rössler
system. As can be seen, the important features of the
spectrum are caught by the system, especially the broad
spectrum and the major peaks of frequency.
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Fig. 4. FFT of the R̈ossler signal (black line) in comparison with the
distribution of the frequencies of the oscillators (gray bars normalized
to the number of oscillators,N = 10000). The spectrum of the
signal has been discretized into the same bins as the statistics of the
oscillators in order to allow for a good comparison with the results
from the full-scale simulation.

C. Construction of limit cycles with arbitrary shape

The previous pool of oscillators can be extended by
adding a weight to each oscillator in the mean field sum
and coupling between the oscillators to ensure stability
of the constructed pattern. Then an oscillator will be able
to fully match the energetic content of a frequency in the
spectrum of the teaching signal. Moreover the coupling
will ensure that the system exhibits a stable limit cycle.
The amplitudes and phase differences become also state
variables of the system as for the frequencies. The
governing differential equations of the system are then

ẋi = (µ− r2
i )xi − ωiyi + KF (t) + τ sin(θi − φi)

ẏi = (µ− r2
i )yi + ωixi

ω̇i = −KF (t)
yi

ri

α̇i = ηxiF (t)

φ̇i = sin
( ωi

ω0
θ0 − θi − φi

)

with
θi = sgn(xi) cos−1

(
−yi

ri

)

F (t) = Pteach(t)−Qlearned(t)

Qlearned(t) =
N∑

i=0

αixi

whereτ , K andη are positive constants. The output of
the system,Qlearned, is the weighted sum of the outputs
of each oscillator.F (t) represents the negative feedback,
which in average is the remaining of the teaching signal

(a) Evolution of the state variables of the system
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(b) Result of learning

Fig. 5. Construction of a limit cycle by learning an input signal
(Pteach = 0.8 sin(15t)+cos(30t)−1.4 sin(45t)−0.5 cos(60t)). Fig-
ure 5(a) shows the evolution of the state variables of the system during
learning. The upper graph is a plot of the error (‖Pteach−Qlearned‖).
The 3 other graphs show the evolution of the frequencies,ωi, the
amplitudes,αi and the phases,φi. We clearly see that the system
can learn perfectly the teaching signal, the frequencies, amplitudes
and phase differences converge to the correct values and the error
become zero. Figure 5(b) shows the result of learning (teaching signal
in upper graph, output of the system in lower one), we notice the
perfect reconstruction of the signal.

Pteach(t) the network still has to learn.αi represents the
amplitude associated to the frequencyωi of oscillator
i. Its equation of evolution maximizes the correlation
betweenxi andF (t), which means thatαi will increase
only if ωi has converged to a frequency component of
F (t) (the correlation will be positive in average) and will
stop increasing when the frequency componentωi will
disappear fromF (t) because of the negative feedback
loop. φi is the phase difference between oscillatori
and 0. It converges to the phase difference between
the instantaneous phase of oscillator0, θ0, scaled at
frequencyωi and the instantaneous phase of oscillator
i, θi. Each adaptive oscillator is coupled with oscillator
0, with strengthτ to keep correct phase relationships
between oscillators.
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Figure 5 shows an example of convergence of the
network of oscillators with amplitudes and coupling
together with the resulting learned signal. We see that
the frequencies first converge to the different frequency
components present in the signal, the amplitudes increase
when the associated frequency matches one frequency
of the input signal. At the end, the phase differences
stabilize and we see that the error is zero, which means
that the system perfectly reconstructed the teaching
signal. Moreover, it is now encoded into a structurally
stable limit cycle and it is easy to smoothly modulate its
frequency and amplitude by changing~ω and ~α. These
properties can be very useful, together with sensory
feedback, for robotics control (see for example [9]). This
system can be viewed as a dynamic Fourier series de-
composition where there is not need of explicit definition
of a time window or any preprocessing of the signal to
analyze.

IV. CONCLUSION

In this contribution we presented a generic mechanism
to build adaptive frequency oscillators from a given
existing oscillator. We showed that it could be applied to
many different types of oscillators, that the system was
able to learn the frequencies of any periodic input signal.
Interestingly there is no need to preprocess the signal and
no external optimization procedures are needed to get the
correct frequency. All the learning is embedded into the
dynamics of the adaptive oscillators. Moreover it goes
further than entrainment, since the learned frequency is
kept into the system even if the external drive disappears
and the basin of attraction is infinite (the system can start
from any initial frequency). Finally we discussed some
applications of this mechanism, ranging from adaptive
control for compliant robots, to frequency analysis and
construction of limit cycles of arbitrary shape.
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Abstract— In this paper, a novel boost converter is designed
where its current mode control is dependent on two reference
currents and an external clock. A detailed study on its dynamics
is carried out based on its corresponding current mapping
function. As demonstrated in both simulations and experiments,
by operating the proposed boost converter in its chaotic mode,
the electromagnetic interference can be reduced and the ripples
of the converter’s output are greatly suppressed.

I. INTRODUCTION

The dynamics of DC-DC converters, either boost or buck
converters, have been extensively studied in the last few
decades. The recent observation of chaotic dynamics in these
converters, have also opened a new direction of research, while
its distinct effect on reducing electromagnetic interference
(EMI) has widely been reported [1] - [10].

The innovative work by Deane and Hamill [1] in 1996 may
be the first design that utilized chaos for the improvement of
the electromagnetic compatibility (EMC) of power supplies.
Their idea was later reformulated in [2] and modified by
applying some other control schemes [3]. From all the reported
works, it can be concluded that EMC is effectively improved
by the introduction of chaos via current mode control of a
power converter.

In [4], a detailed study on the parametric design of a
chaotic DC-DC converter was carried out based on its periodic
spectral components. Similarly, but focusing on chaos control
and utilization of chaos, design improvement were suggested
in [5], while a low-EMI chaotic peak current-mode controlled
boost converter was experimentally reported in [6].

However, despite of the success of EMI suppression using
chaos, there are two opened problems to be tackled with. As
observed in the previous designs, ripples of the output current
are usually much greater than those operated in periodic
mode [7]. Recognizing that a DC-DC converter is mainly used
as a power supply of a system, large ripples simply imply a
degradation of performance. Although an explicit relationship
between ripples and spectral spreading of the current has been
obtained in [11], it is still a difficult task to design a suitable
control in order to suppress the ripples to a desirable level.

In addition, it is found that the power of the background
spectra will also be increased, although the peak values of the

power spectrum is reduced. This hence will result in a larger
power consumption, becoming another major disadvantage of
these designs.

It should be emphasized that these two disadvantages are
also found in other chaotic power converters [8], [9], and
in turns, seriously impeded their popularity. Therefore, it
is the objective of this paper to address the questions of
how to improve the control method for chaos-based DC-DC
converters so that low EMI and small output ripples can be
achieved, and to verify the relationship between the ripples
and background spectrum.

The rest of the paper is organized as follows. In Sect. II, a
new design of peak current-mode boost converter is proposed
and its corresponding chaotic mapping function is derived.
Based on the mapping function, the dynamical characteristics
of the converter, including spectrum analysis, bifurcating and
chaotic behaviors, are analyzed in Sect. III. Its performance in
terms of EMI reduction and ripple suppression are also verified
and demonstrated with simulation results in the same section.
The design is then further confirmed based on the experiments
described in Sect. IV. Finally, concluding remarks are given
in Sect. V.

II. A NEW DESIGN OF CURRENT-MODE BOOST CONVERTER

Figure 1 depicts a new design of current mode converter,
which is considered as an enhanced version of that proposed
in [4]. It consists of a current-mode boost converter (see
Fig. 1 (a)), and a switch control generated by a simple circuit
shown in Fig. 1 (b). In the followings, its dynamics will be
studied, which contributes its attractive performance on EMI
and ripple suppression.

Referring to Fig. 1 (b), the switch S is now controlled
by three elements, namely a clock with period TC , a lower
reference current signal I1 and an upper one I2.

Depending on the value of TC , three different cases can be
categoried:

Case I: t2 ≥ TC ,
Case II: TA ≥ TC > t2, and
Case III: TC ≥ TA,

where t1 is the rising time of i(t) from I1 to I2, t2 is the
falling time of i(t) from I2 to I1, and TA = t1 + t2.
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(a)

(b)

Fig. 1. (a) Current-mode boost converter (b) Switch control

For each case, the corresponding inductor current wave-
forms can be obtained as shown in Fig. 2.

According to Fig. 2, in is only sampled at the moment when
S opens in Case I, however, there appears a new kind of in
for Cases II and III which can be sampled at the some clock
cycles even when S is closed.

Similar to [4], the analysis of the proposed converter is
carried out based on a discrete-time mapping of i(t). Let in be
the inductor current sampled at the instants of the clock pulses
as i(t) is decreasing, and we will focus on the time interval
when i(t) changes from in to in+1. For clarity, a time mapping
is assumed, such that i(τn) = in when τn = 0. Referring to
Fig. 2, S is closed at τn = 0, and hence

{
di

dτn
= VI

L ,

i(τn) = in + VI

L τn,
(1)

where VI is input voltage and L is the inductance.
Let tn be the time required for the current from in to reach

I2. Based on (1), we have

tn =
(I2 − in)L

VI
. (2)

The switch S is then opened and i(τn) is governed by

di

dτn
=

(VI − V O)
L

, (3)

where V O is the mean output voltage. Therefore,

i(τn) = I2 +
VI − V O

L
(τn − tn) (4)

until the next clock pulse arrives or i(τn) = I1.
The mean output voltage V O can then be approximated

by equating the mean of the aperiodic inductor current with a

(a) Case I: t2 ≥ TC

(b) Case II: TA ≥ TC > t2

(c) Case III: TC ≥ TA

Fig. 2. Different current waveforms i(t) obtained from the boost converter

periodic one. Therefore, one obtains the following input-output
relationship:

V
3

O + V O(
VITp

2L
− I2)RVI −R

TpV
3
I

2L
= 0. (5)

In [4], Tp is set to be TC . However, in our Cases II and III,
Tp is also dependent on I2 and I1. As shown in Fig. 2, Tp is
proportional to I2 but inversely proportional to I1. Therefore,
Tp can be determined as:

Tp =
(
a
I2
I1

+ b

)
TC , (6)

using first order approximation and a and b are some constants.
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According to our experimental results, it is found that a =
2.0499 and b = 1.5455, while the relative errors of V O are
well within 2%, much better than reported in [4].

Let t
′
n be the time interval from the last action of S within

a clock period to the next clock pulse, it can be derived that

t
′
n =

{
ε if ε ≤ t2,

ε− t2 otherwise,
(7)

where ε = [TC − (tn mod TC)] mod TA.
Referring to Fig. 2, one has

in+1 =

{
I2 + (VI−V O)

L ε if ε ≤ t2,
I1 + VI

L (ε− t2) otherwise.
(8)

Defining

xn =
tn
TC

=
(I2 − in)L
VITC

and α =
V O

VI
− 1,

based on (8) a discrete mapping can be constructed as

xn+1 =
{
αx′n, if x′n ≤ γ,
ρ+ γ − x′n, otherwise, (9)

where

x′n = β{[ 1
β

(1− (xn mod 1))] mod 1},

γ =
t2
TC

, β =
TA

TC
and ρ =

(I2 − I1)L
VITC

.

It is remarked that, for Case I or t2 > TC , (9) becomes

xn+1 = α [1− (xn mod 1)] ,

which is equivalent to the chaotic mapping obtained in [4],
and hence can be considered as a special case for the proposed
design.

III. CHARACTERISTICS OF THE CURRENT MAPPING
FUNCTION

The characteristics of the mapping function (9) are to be
studied, while their dependence on I1 is focused. Referring
to Fig. 1, it is assumed that that VI = 10V , L = 1mH ,
C = 12µF , TC = 100µs, and R = 30Ω, onwards.

A. Spectrum analysis

The three possible cases given in Sect. II are investigated.
Figures 3, 4 and 5 show the time evolutions of the inductor
currents i(t), the phase portrait of in against in+1 and the
corresponding spectra of each case, base on I1 = 1A, 2.25A,
and 3.7A, respectively and I2 = 4A.

Comparing the waveforms in Figs. 3 (a), 4 (a) and 5 (a),
it is noticed that the ripples of i(t) can greatly be reduced
when a larger I1 is applied. On the other hand, as indicated
by the corresponding phase portraits and the power spectrum,
a complicate dynamics are obesrved. The power is well spread
over the entire frequency band, while it is interesting to notice
that, instead of having a maximum peak of a magnitude close
to the clock frequency TC as in Cases I and II, the peak is

(a) i(t) (b) Phase portrait in vs in+1
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(c) Spectrum of (a)

Fig. 3. Case I: t2 ≥ TC

(a) i(t) (b) Phase portrait in vs in+1
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(c) Spectrum of (a)

Fig. 4. Case II: TA ≥ TC > t2

shifted to a frequency of approximately 1
TA

=23.5 KHz in
Case III.

In all cases, the low frequency components of i(t) are
suppressed and a better spectrum distribution is obtained.
However, it is also noticed that the background spectrum is not
significantly improved, even though the ripples are suppressed.

B. Bifurcation and the Lyapunov exponents

As indicated by the broadband spectrum obtained in the pre-
vious section, the boost converter (9) possesses an interesting
chaotic nature. In the sequel, this nature is further investigated
based on its bifurcation diagrams and Lyapunov exponents.

Figure 6 depicts the bifurcation diagram of xn versus I1,
and the corresponding maximum Lyapunov exponents (LEs).
The existence of positive LEs confirms the chaotic mode of
the system and some periodic windows are also noticed in
between. It can be explained by the fact that (9) can be
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(a) i(t) (b) Phase portrait in vs in+1
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Fig. 5. Case III: TC ≥ TA

rewritten as xn+1 = β(1 − 1
βx

′
n) when ρ + γ = β, giving

LE = 0 and hence the system is in a periodic mode.
Similarly, the bifurcation diagrams of xn versus VI and xn

versus TC are obtained and shown in Figs. 7 and 8. It is
remarked that Case III (it is also our main interest) is assumed.

In Fig. 7, a route from period to chaos is clearly observed
when the input voltage VI is decreased, while some periodic
windows exist. Similar conclusion is drawn from the bifur-
cation diagram given in Fig. 8. Therefore, the mapping (9)
exhibits rich dynamical behavior like bifurcation and chaos,
which constitutes the corner stone of our design to reduce
EMI and improve EMC.

C. EMC performance

In order to design a good DC/DC converter, its EMC perfor-
mance is critical. As shown in the bifurcation diagram obtained
in the previous section, the proposed converter operates either
in chaotic or periodic mode. In the followings, simulations
are conducted to compare which operating mode will provide
better EMI suppression.

Figure 9 (a)–(c) depict the spectra when the boost converter
operates in chaotic modes with I1 = 0A, 2.42A, and 3.1A
(I2 = 4A) for the three specified cases. A smaller maximum
peak value is obtained when I1 = 3.1A, as compared with
the case of I1 = 0A (Note: I1 = 0A is equivalent to the
original design given in [4]), and a slight shift of the dominant
frequency is observed.

For periodic cases, the the power spectra of the correspond-
ing inductor currents with I1 = 1.979A, 2.62A, and 2.958A
(I2 = 4A) are shown in Fig. 9 (d)–(f). The peak amplitude
remains the same with the base frequency shifting to higher
frequencies when I1 is increased (Note: an increase of I1
results in a decrease of ripple amplitudes).

Therefore, by operating the designed converter in chaotic
mode, the switch control strategy in Fig. 1 (b) not only
suppresses the ripples, but also improves EMC.

(a) Bifurcation of xn vs I1

(b) Maximum LE

Fig. 6. Bifurcation of xn against I1 and the corresponding maximum LE

(a) Bifurcation of xn vs VI

(b) Maximum LE

Fig. 7. Bifurcation of xn against VI and the corresponding maximum LE
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(a) Bifurcation of xn vs TC

(b) Maximum LE

Fig. 8. Bifurcation of xn against TC and the corresponding maximum LE
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(a) I1 = 0A (b) I1 = 2.42A
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(c) I1 = 3.1A (d) I1 = 1.979A
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(e) I1 = 2.62A (f) I1 = 2.958A

Fig. 9. Spectra with different I1: (a)–(c) chaotic mode and (d)–(e) periodic
mode

IV. EXPERIMENTAL VERIFICATION

The design in Fig. 1 is realized with discrete components,
while the major components are tabulated in Table I. In
addition, it is set that VI = 10V , TC = 100µs, L = 0.56mH ,
C = 47µF , and R = 30Ω.

TABLE I
THE LIST OF MAIN COMPONENTS

Component Device
diode MBR2045CT
switch IRFZ234N
current sensor LA-55-P
flip-flop 74HC74N
comparator LM393
driver 34152P

Figures 10 (a), (c) and (e) show the current waveforms for
the three cases with the boost converter operating in periodic
mode with the corresponding spectra given in Figs. 10 (b),
(d) and (f). As compared with the simulations presented in
Sect. III-C, a close match is confirmed. The maximum peak
of the frequency are also unchanged, even though the ripples
have been greatly reduced (the peak-to-peak ripples are 2.4A,
1.4A, and 0.9A, respectively).

When the boost converter is operated in chaotic mode, as
shown in Fig. 11, an improvement of EMI suppression is
clearly demonstrated with an increase of I1, while a large
reduction of ripples can be achieved at the same time. It should
be emphasized that I1 = 0A is equivalent for the design
presented in [4]. The experimental results are also consistent
to the observations in Sect. III-A and no obvious relationship
between the ripple magnitude and the background spectrum is
found.

V. CONCLUSION

In this paper, a new peak current-mode boost converter is
proposed and studied. The current control is dependent on two
reference currents and an external clock, which can be realized
in a simple circuit.

By deriving its current mapping function, it is found that
the boost converter can exhibit complicated dynamics. Bi-
furcations and chaotic dynamics are easily obtained by the
introducton of I1 as compared with the design given in [4].

The performance of the proposed design is confirmed both
in simulations and experiments, and it shows that the current
ripples and also the EMI are suppresseed. It is also noticed
that there is a shift of the dominant frequencies in the power
spectrum when I1 is increased, for which further studies will
be carried out for identifying the causes.
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Abstract— We evaluate here an interfering suppression
method that utilizes the effect of asynchronous accesses.
The method called as asynchronous channels (ACL) can be
applied to one of the present third generation standards,
wideband code division multiple access (W-CDMA) sys-
tems. Applying together with auto-correlation controlling
filters, called as Lebesgue spectrum filter (LSF), the system
capacity gains up by 154% in band-unlimited situations.
On the other hand, in practical band-limited situation,
the asynchronous channel method can effectively halve
the system chiprate. Because the next generation mobile
communication system allows wider bandwidth, the mobile
transmitter need to accelerate its chiprate, which induces
more electricity power consumption. The asynchronous
channel method can be one of solution to the electric
power consumption problem of mobile communication
equipment.

I. INTRODUCTION

Wideband code division multiple access (W-CDMA),
also known as universal mobile telecommunications sys-
tem (UMTS), is one of third generation wireless mobile
communication standards, subscribed over 2 billion to-
day and expected 3 billion by 2010 [1]. The significant
feature of W-CDMA is the tolerance of asynchronous
multiple access in the uplink, the connection from user
equipment (UE) transmitters to the Base Station (BS)
receiver. One reason for the asynchronous uplink support
is that it was easier to realize continuous system deploy-
ment, from outdoors to indoors, with no requirement of
any external timing source such as global positioning
system [2]. The another reason, relatively not so widely
known, is that the asynchronous access suppresses inter-
fering noise between multiple mobile stations, revealed
by the pioneering analysis of direct sequence CDMA
systems by Pursley in 1970’s [3].

Though the estimation of interfering suppression ef-
fects in asynchronous accesses is affected by chip

shapes [4], we remark that the asynchronous access is
important to design highly efficient mobile communica-
tion systems. Asynchronous channels (ACL) is a method
that aims to utilize such interfering suppression effect of
the asynchronous access by staggering multiple channels
of a user [5].

In this paper, we report simulation results of ACL
applied to W-CDMA systems. ACL demonstrates highly
interfering suppression effects as expected, decreasing
bit error rates (BER) and increasing the system capacity.
In band-unlimited situations, ACL attain the same bitrate
only in half of original chiprate without loss of BER.
We also demonstrate the Lebesgue spectrum filter (LSF)
that controls optimal auto-correlations of scrambling
sequences. ACL and LSF can work together in proper
settings and situations.

The organization of the paper is as follows. In section
II, we introduce the W-CDMA systems and two proposal
method, ACL and LSF. In section III, we show the
simulation results of ACL applied to W-CDMA systems.
In section IV, we discuss the effects of ACL. Finally, in
section V, we draws some conclusions and complete the
paper.

II. PRELIMINARIES

A. W-CDMA

W-CDMA is based on DS-CDMA systems where
transmitted symbols are scrambled and spread by
pseudo-noise codes. Fig.1 shows a simplified block di-
agram of the W-CDMA uplink. W-CDMA utilize two
types of code spreading. The first is the channelization
operation, which transforms every data symbol into a
number of chips, thus increasing the bandwidth of the
signal. The number of chips per data symbol is called
as the spreading factor (SF). The second operation is the
scrambling operation, which spread signal broadly to the
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Fig. 1. A simplified block diagram of a user equipment transmitter (upper) and a base station
receiver (lower) in the W-CDMA reverse link. Delay blocks and LSF filter blocks are also
inserted for our proposed extension.

bandwidth by pseudo-random complex codes denoted as
Clong in Fig.1.

The code used in channelization operation is called
as Orthogonal Variable Spreading Factor (OVSF) code.
The OVSF code Cch,SF,k is defined by recursively sub-
stitutions into the Walsh function such as

Cch,1,0 = 1,

[
Cch,2,0

Cch,2,1

]
=

[
Cch,1,0 Cch,1,0

Cch,1,0 −Cch,1,0

]
=

[
1 1
1 -1

]
,




Cch,2(n+1),0

Cch,2(n+1),1
...

Cch,2(n+1),2(n+1)−2

Cch,2(n+1),2(n+1)−1




=




Cch,2n,0 Cch,2n,0

Cch,2n,0 −Cch,2n,0
...

...
Cch,2n,2n−1 Cch,2n,2n−1

Cch,2n,2n−1 −Cch,2n,2n−1




,

where k is the code number in 0 ≤ k ≤ SF− 1 [6]. The
OVSF codes preserve their orthogonality even in differ-
ent lengths as far as avoiding their parents and children
of recursive generations. Hence, the OVSF codes realize
multiple physical channels of various bitrates [7], [8].

Among the codes of length SF, we often refer the
particular number k of codes which has simple charac-
teristics listed as follows.

• If k = 0 then all simbols are value 1.
• If k = SF/2 then symbol signs alternate every

chips.
• If k = SF/4 then symbol signs alternate every 2

chips.
In W-CDMA systems, there are two kinds of major phys-
ical channels, namely, a control channel and data chan-
nels. The dedicated physical control channel (DPCCH)

is multiplied by the code Cch,256,0 that every symbol
repeats sequential value 1 such as {1 1 1 1 1...}.
The dedicated physical data channels (DPDCHs) are
typically used only one channel, DPDCH#1, multiplied
by the code number SF/4 that symbols alternate signs
every 2 chips such as {1 1-1-1 1 1-1-1...}.

B. Asynchronous channels

ACL is a method to stagger a control channel and data
channels on purpose. As illustrated in Fig.1, we apply
ACL to W-CDMA system by inserting delay blocks to
DPDCHs. The delaying duration are set within a chip
duration i.e. 0.26µsec at the W-CDMA default chiprate
of 3.84Mcps, the W-CDMA default chiprate. Fig.2 il-
lustrates schematic timing of spreading and scrambling
of ACL applied DPDCH. The timings of multipling
channelization and scrambling codes are off to the side,
consequently output sequences are chopped narrower
than the default chip duration. Meanwhile, the DPCCH
sychronizes with the scrambling code, so it remains as
is.

C. Lebesgue spectrum filter

LSF is a kind of finite impulse response filter, designed
to fit ideal autocorrelation coefficient of spreading codes
on generic DS-CDMA systems. As illustrated in Fig.3,
LSF adds up each delayed codes multiplied by (−r)n at
n-th order. In practically, it is known that the filter order
is sufficient at two [9]. The coefficient (−r) has minus
sign because it emphasize that the average coefficient
of the optimal autocorrelation tends to register minus
value. The optimal value for r is analytically estimated
as 2 −

√
3 when using pseudo-random codes such as
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Fig. 2. Schematic chart of spreading and scrambling with ACL.
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Fig. 3. Block diagram of LSF.

gold sequences or Chebychev chaotic sequences, which
makes the system capacity up by 15% ideally [9].

In W-CDMA systems, LSF can be applied to scram-
bling or de-scrambling sequences as illustrated in Fig.1.
In addition, LSF can also be applied to all the received
signals. In this paper, the inserted positions of LSF
are shortly denoted as ue, bs and air, respectively.
Each places can be combined individually. For example,
applying LSF to both scrambling and de-scrambling
sequences will be denoted as ue+bs. It is reported by
the authors that W-CDMA system applied LSF can gain
its capacity up by 13% in band-unlimited situation with
the code number zero of the channelization code and
LSF applied to ue+bs [10].

III. SIMULATIONS

We evaluate effects of ACL by Monte-Carlo simula-
tions. In the following simulations, we assume all users
adopt a fixed duration for asynchronous channel delay
and generic noises or fading are not concerned. First, we
investigate band unlimited situation to reveal the basic
capability of ACL, and then, we apply the ACL in band-
unlimited situations.

A. asynchronous channel delay and OVSF codes

Fig.4 shows raw BER performances of ACLs against
delay of DPDCH#1, where the number of user equip-
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Fig. 4. BER perfomances against delay of DPDCH#1 (Ue=30,
SF=64).

ments is 30 and the spreading factor is fixed to 64.
When applying the W-CDMA default channelization
code Cch,64,16, BERs decrease along the asynchronous
channel delay, reaching the minimum at the half of chip
duration. This is the same result as the analysis on a
simple DS-CDMA model [11]. However, when applying
the code Cch,64,32 that alternates signs every chips such
as {1-1 1-1...}, BERs show twin valleys, reaching
the minimum at both 0.3 and 0.7 chip duration.

Fig.5 show BERs against numbers of user equipments
in 60Kbps. Comparing the number of Ue that achieve
BER=10−3, we can measure the system capacity gains.
The left most plotted lines are the W-CDMA default.
In Fig.5, the maximum capacity is achieved when we
delay 0.3 chip duration and also apply LSF to both
scrambling and de-scrambling codes, which gains up by
154% relative to the W-CDMA default plotted on the
left most lines.

Fig.6 shows the system capacity gains by ACL
and LSF on various bitrates from 60Kbps (SF=64)
to 960Kbps (SF=4). The combination of the code
Cch,SF,SF/2, 0.3 (or 0.7) chip delay and LSF applied
to ue+bs always performs the highest system capacity
gains.

B. band-unlimited situation

In practice, all radio transmitters are regulated within
a given bandwidth. For the case of the present W-CDMA
systems, the occupied bandwidth is limited in 5MHz. To
evaluate the realizability the ACL, we have to simulate
the performance in band-unlimited situations.

Fig.7 shows the BER along with bandwidths limited
by ideal low-pass filters. Unfortunately, BER of both
0.3 and 0.5 chip delay at 5MHz is less than that of
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Fig. 6. System capacity gains relative to the W-CDMA default.

W-CDMA default feature. This implies that the ACL
method broaden the occupied bandwidth than the orig-
inal, which is the reason for getting significant system
capacity gains relative to the default. Because the de-
scending lines are not floored until 10MHz or more,
the occupied bandwidth of 0.3 or 0.5 chip ACL will be
widen by the double or triple compared to the default W-
CDMA. However, it is possible to narrow the occupied
bandwidth by decreasing the chiprate.

Fig.8 shows the another comparison of BERs where
chiprates and spreading factors change under the same
bandwidth limitation. The adopted low-pass filter here is
the root raised cosine (RRC) filter, a well known pulse-
shaping digital filter. The RRC filter has a characteristic
parameter α, called as roll-off factor, which regulates the
system bandwidth in (1+α)×R where R is the system
chiprate. In accordance with the regulation [12], the roll-
off factor of the W-CDMA systems is defined as 0.22, so
the bandwidth is restricted to 3.84Mcps ×(1 + 0.22) =
4.6848MHz. In the simulation, we alter the chiprate and
the spreading factor but stay their ratio constant to R /
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WCDMA Default
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0.3chip

Fig. 7. Comparison of BER under band-unlimited by ideal LPF
(Ue=30, R=3.84Mcps, SF=64).
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Fig. 8. Comparison of BER according to chiprates and spreading
factors under the fixed bandwidth (Ue=16 and bitrate = R / SF
= 60Kbps, bandwidth = 4.6848MHz). The dashed horizontal line
indicate the BER of the default W-CDMA of UE=16, R=3.84Mcps
and SF=64.

SF = 60Kbps and also alter the sampling rate of the
RRC filter so that the limited bandwidth is fixed to
the above regulation, in other words, varying chiprate
without changing the spectrum efficiency defined by
bitrate per hertz. From the definition, the channelization
code length is originally restricted to involution of two,
but we relax the code length to arbitrary multiple of four
with limiting the particular code number, SF/2 and SF/4,
re-defined by the characteristics listed in section II-A. As
in Fig.8, we achieve just the same bitrate and BER at the
half of the default chiprate, 1.92Mcps, by delaying 0.3
chip duration and applying LSF to both scrambling and
de-scrambling codes. Hence, the chiprate can be halved
at the maximum application of ACL and LSF.
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IV. DISCUSSION

The ACL method can significantly increase the system
capacity in band-unlimited situations. This is because the
asynchronous summation of physical channels duplicates
their chips, which increases seeming chiprates and widen
the occupied bandwidth as shown in Fig. 7. However,
the system of the half chiprate can accomplish the same
BER performance without loosing bitrate and broadening
bandwidth as shown in Fig. 8, this intends that the ACL
method can effectively halve the system chiprates. In
the next generation mobile communications, the system
bandwidth broaden as to 100MHz, so the mobile trans-
mitter need to accelerate its chiprate by twenty times
in simple calculation, which induces serious electricity
power consumption. In general, the electricity power
consumption of radio system increases linearly by its
chiprates, the problem will be critical especially for
mobile transmitters. The ACL method could be one of
solutions to the electric power consumption problem of
mobile communication equipments.

The reason why 0.3 (or 0.7) chip delay is the optimum
is still unknown. It should relate to the channelization
code spreading but further analysis of the channel delay
and channelization code will be our future works.

V. CONCLUSION

We evaluate the performance of asynchronous chan-
nels method adopted to W-CDMA systems. The ACL
method employs the interfering suppression effect of
asynchronous access in DS-CDMA systems. Applying
together with ACL and LSF, the system capacity gains
up by 154% relative to the default W-CDMA system
in band-unlimited situations. In practical band-unlimited
situation of the present regulation, we achieved the same
bitrate and BER at the only half of the default chiprate by
synergy effects of ACL and LSF. The advantage of the
ACL method is that it can halve the chiprate, and it will
be an another solution to the electric power consumption
problem of the next generation mobile communication
equipments.
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Abstract— A recursive technique based on the backstepping 

approach is introduced to build fast state observers for chaotic 
systems using the drive-response mechanism. A single scalar time 
series of the output is used to construct the synchronization 
algorithm that can perform as a nonlinear states observer as 
well. The proposed technique relies on using virtual states while 
employing control parameters that can adjust the convergence 
rate of the observed states. In addition, these control parameters 
can be used to improve the transient performance of the response 
system to accommodate small and large variations of the initial 
conditions, thus achieving superior performance to conventional 
synchronization techniques. The permissible range of the control 
parameters is estimated using Simple Lyapunov functions. Two 
benchmark chaotic systems are considered for illustration, 
namely the Lorenz and Chua systems. Tuning the control 
parameters and resolving the conflict between stability and 
agility are addressed while comparing a comparison with 
conventional synchronization methods. Implementation of the 
proposed technique in both analog and digital forms is also 
considered and experimental results are reported ensuring 
feasibility and real-time applicability. 

Keywords— Chaos Synchronization; Nonlinear Observers 

I. INTRODUCTION 
Since the early introduction of chaos synchronization 

[1,2], many techniques were reported in the literature with a 
wide variety of applications in different fields in science and 
engineering. Because of sensitivity to initial conditions, two 
trajectories emerging from two different closely initial 
conditions separate exponentially in the course of the time. As 
a result, chaotic systems defy synchronization [3]. Using a 
coupling or a forcing (periodical or noisy), two identical (or 
different) chaotic systems can adjust a given property of their 
motion to a common behavior. The most widely used types of 
synchronization, currently reported in the literature include 
complete synchronization [4], lag synchronization [5], 
generalized synchronization [6], phase synchronization [7], Q-
S synchronization [8], and impulsive synchronization [9]. 

When performing complete synchronization of identical 
chaotic systems, a combination of drive and response systems 
is often utilized. The drive system represents the original 
chaotic system while the response system can represent a full 
or reduced states observer. In this type of synchronization both 
the drive and response systems have the same structure and 
dynamics except that the response system is driven by one of 

the signals of the drive systems. In this particular type of 
synchronization there is an interaction between one system 
and the other, but not vice versa, and synchronization can be 
achieved provided that all real parts of the Lyapunov 
exponents of the response system, under the influence of the 
driver, are negative [2]. Because both the drive and response 
systems follow the same chaotic trajectory over the course of 
time, the response system can be used to generate estimates of 
the immeasurable states of the drive system [10,11]. Therefore 
synchronization of dynamical systems and the design of state 
observers can be considered analogous [12] where many 
notations and terminologies are being shared between the two. 
In addition, Lyapunov functions play an important role in both 
synchronization of chaotic systems (originating from physics) 
and the design of states observers (originating from control 
engineering) as it is often used to prove the stability of the 
overall system as well as finding good estimates for the 
permissible range of the control parameters [13]. The drive-
response synchronization scheme is essentially a control 
problem as the drive signal is used as a feedback signal for the 
response system such that the synchronization error is 
continuously attenuated. The error dynamics governing the 
difference between the driver and the response (observer) 
states are required to be globally stable while approaching 
zeros to ensure complete synchronization. This configuration 
found useful applications in both secure communication 
applications [14] and the construction of parameter 
identification algorithms [15]. 

When using the drive-response synchronization scheme 
the same set of parameters appears in both systems and 
consequently no control is done over the speed of convergence 
that is now strongly dependent on initial conditions. In this 
paper, a recursive procedure based on the backstepping 
approach is used such that, instead of observing the drive 
system states directly, virtual states are introduced in an 
intermediate stage that is characterized by having fast 
convergence rate via employing additional control parameters 
in either linear or nonlinear framework. This has the effect of 
speeding up the synchronization process resulting in better 
performance in applications such as secure communications. 

Backstepping, a recursive technique, relies on introducing 
virtual reference models in designing model-based control 
systems and has proven to be very efficient for both regulation 
and tracking problems [16]. When using virtual reference 
models, it is possible to prescribe a target behavior for some or 
all of the system states and then use some of them as virtual 
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controls to the output. This idea seems to be very appealing, 
especially when combined with Lyapunov-energy-like 
functions to design the control law for both linear and 
nonlinear systems [17]. In addition, backstepping designs are 
flexible and do not force the designed system to appear linear 
and can also avoid cancellation of useful nonlinearities and 
often introduce additional nonlinear terms to improve transient 
performance [18]. 

The need to develop faster states observers for chaotic 
systems for demanding applications such as secure 
communication and chaos control under the assumption that a 
single scalar time series, from the drive system, is available 
for measurement is the main motivation for the work 
presented in this paper. It is intended to use the drive-response 
synchronization method as a framework for the design of the 
fast states observer with the exception that both systems have 
non-identical structures. In addition, a feasible hardware-
realizable implementation of the response system that can be 
easily tuned to achieve a fast synchronization with the drive 
system is introduced. This modified response system has an 
adjustable convergence rate, in contrast to the conventional 
synchronization mechanism in [2] where there are no control 
parameters to adjust the decay rate of the synchronization 
errors. 

The rest of this paper is organized as follows: Sec. II 
introduces a detailed analysis of the design methodology by 
considering the Lorenz system as a chaotic benchmark model. 
Both simulations as well as experimental results are being 
reported to demonstrate the effectiveness of the proposed 
design.  Extending the results to other chaotic systems is 
addressed in Sec. III where the Chua's model is considered. 
Comments regarding the practicality, advantages, and 
limitations of the proposed design are highlighted in Sec. IV 
as well as a brief comparison with other techniques reported in 
the literature  and suggestions for future extensions. 

II. THE LORENZ SYSTEM 
The mathematical model of the Lorenz system, originally 

introduced in [19], is given by: 
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where the nominal values of the parameters are 10.0, 28.0 and 
8/3 corresponding to σ, ρ, and β respectively. These values are 
known to produce chaos for the free running case as illustrated 
in Fig. (1). Assuming that only x1 is observable, the following 
two virtual states are now introduced: 

3,2 , 3
1311 =−−= ixkxkxf iiii  (2)

 
where k21, k23, k31, and k33 are design parameters. It is now 
required to use both f2 and f3 to recursively control the states x2 
and x3 of the response system in order to continuously 
minimize the synchronization error while ensuring fast 
convergence rate. In addition, a deliberate cubic nonlinearity 
is introduced in Eq. (2) to increase the sensitivity of the virtual 
states to large synchronization errors; thus minimizing the 
effect of initial condition. 
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Figure 1. Chaotic behavior of the Lorenz system. 
 
Differentiating Eq. (2), while using Eq. (1) for substituting for 
the states' derivatives, yields: 
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Introducing the following virtual errors: 

3,2 , ˆ =−= iffe iii  (7)
 
results in: 
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The following Lyapunov function is used to test for the global 
stability of the synchronization process: 
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From which, we have: 
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which can be made negative definite via the following 
selection of the design parameters: 
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as Eq. (10) now reduces to: 
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thus ensuring that as   the synchronization errors will decay to 
zero. 

A. Resolving the Conflect between Stability and Agility 
Equation (11) illustrates that a wide range of gains exist to 

satisfy the stability requirement. In addition, it is clear that the 
analysis of Eq. (10) can be greatly simplified by setting the 
terms corresponding to the cubic nonlinearity of Eq. (2) to 
zero; thus minimizing the tuning effort of the control 
parameters.  
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Figure 2. Synchronization errors for the two states x1 in (a) and x2 in (b). 

When setting all the control parameters to zero, the 
designed observer reduces to the conventional drive-response 
synchronization method illustrated in [2] for which the 
dynamics for both systems are identical. In such case the 
synchronization speed is solely dependant on initial 
conditions. 
 

(a)
0 1 2 3 4 5

-4

-2

0

2

4

Time (s)

Sy
nc

hr
on

iz
at

io
n 

E
rr

or

 

(b) 
0 1 2 3 4 5

-4

-2

0

2

4

Time (s)

Sy
nc

hr
on

iz
at

io
n 

E
rr

or

 
 

Figure 3. Initial conditions effect using conventional synchronization. 
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Figure 4. Initial conditions effect using backstepping synchronization. 
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Figure (2) illustrates the difference between the fast and 
smooth backstepping approach versus the slow and sluggish 
conventional approach where the gains for the backstepping 
case were adjusted to k21 = k31 = 1.0 and k23 = k33 = 0.0, while 
for the conventional case they were all set to zero. The effect 
of initial conditions on the transient performance of the 
synchronization process is shown in Figs. (3) and (4) 
illustrating the conventional and the backstepping methods 
respectively. The control parameters were all set to zero in 
Fig. (3) that clearly demonstrates the strong dependence for 
both x2 and x3 in (a) and (b) respectively on initial conditions. 
In contrast to the conventional synchronization method [2], 
Fig. (4) illustrates the superior transient performance for the 
backstepping case, where the control parameters were adjusted 
to k21 = k31 = 1.0, k23 = 0.1, and k33 = 0.0 for both x2 and x3 in 
(a) and (b) respectively. 

B. Implementing the Proposed Technique 
The proposed design, given by Eqs. (3-6), can be easily 

implemented using both analog and digital hardware. To 
verify this, a simplified version of the synchronization system 
is now illustrated for the case where only one design 
parameter is used, namely k21 = 1, while cancelling all other 
parameters.  

 

 
 

Figure 5. The drive circuit of the modified Lorenz system. 
 
Figures (5) and (6) exemplifies one possible analog design, 

where the analog multipliers represent AD633AD, operational 
amplifiers are LF353, the supply was V+ = +15.0, V- = -15.0, 
and all resistors and capacitors have 1% tolerance. To meet 
the linearity constraints of the analog circuit, a linear 
transformation was applied such that the new states u = 0.2 x1, 
v = 0.2 x2, w = 0.1 x3, g2 = 0.2 f2, and g3 = 0.1 f3 were used 
instead of the original ones. Equation (13) illustrates the new 
system where a time scaling τ = 1 ms was introduced to 
simplify the analog implementation. 
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Figure 6. The response circuit of the modified Lorenz system. 
 

The observed signals of the response circuit were 
measured using FLUKE 199C scopemeter and the analog data 
were converted to their digital equivalent and interfaced to the 
MATLAB environment using FLUKE SCC190. Figures (7) 
and (8) show the synchronization results for both v and w 
respectively reflecting the accurate convergence from the 
random initial conditions. 
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Figure 7. The synchronization performance for v. 
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Figure 8. The synchronization performance for w. 
 

III. THE CHUA'S SYSTEM  
The next illustrative example is the Chua's system with 

smooth cubic nonlinearity for which the dynamical model is 
given in Eq. (14). This system is known to be a variant of the 
famous Chua's system with piecewise linear characteristics 
[20] that is easily implementable in both analog and digital 
hardware with typical applications in secure communications 
and synchronization-based systems. 
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where the nominal values of the parameters are α = 10, β = 16, 
and c = 0.2. Figure (9) illustrates the response of the system. 
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Figure 9. Chaotic behavior of the Chua's system. 
 

Following the same methodology, outlined in the previous 
section, and assuming that only x1 is available, the following 
virtual states can be introduced: 

3,2 , 11 =−= ixkxf iii  (15)
 
from which we have: 
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Introducing the following Lyapunov function: 
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results in: 
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which can be made negative definite by the following choice 
of the control parameters: 
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Equation (20) verifies the flexibility of the proposed design as 
a wide range of the control parameters exist to resolve any 
conflicts between ensuring stability while maintaining fast 
response. In addition, Fig. (10) illustrates the improvement in 
the speed of convergence between the observed states (the 
response system) and their counterparts (the drive system). 
The backstepping gains were adjusted to k21 = k31 = 1, and the 
value of μ was set to 26, while for the conventional case they 
were set to zero 
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Figure 10. Synchronization errors for the two states x1 in (a) and x2 in (b). 
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IV. DISCUSSION AND CONCLUSION 
The proposed technique was first exemplified by the 

Lorenz system and it was shown that the observed states do 
converge to their true values, thus completely synchronizing 
both the drive and response systems. The strategy of 
introducing virtual states to indirectly observe the true states 
of the drive system proved to have two advantages; first using 
one or more control parameters to adjust the speed of 
convergence, and second to have an overparameterized 
structure that allows introducing deliberate useful 
nonlinearities such that the transient performance of the 
synchronization errors is improved. The many possible 
implementations of the virtual system add both flexibility and 
versatility to the proposed design as depicted by the 
comparative analysis when the virtual system was reset to 
directly represent the response system. Tuning the control 
parameters requires the knowledge of the range for which the 
system representing the virtual synchronization errors is 
stable. This was seen to be an easy task via using a suitable 
Lyapunov function. In addition, it was further demonstrated 
that sensitivity to initial conditions was greatly reduced as the 
response system produced satisfactory results despite starting 
from different initial conditions in contrast to the conventional 
synchronization method where the results reflect large 
variance and strong dependence on initial conditions. This 
suggests that the proposed technique is well suited to 
applications in both chaos control and chaos synchronization, 
e.g. secure communications. Extending the application of the 
proposed technique to the Chua's system proved to be straight 
forward. For this particular case, and because of the existence 
of smooth cubic nonlinearity in the original drive system, 
there was no need to introduce more nonlinearities in the 
virtual model and only a simple linear model was proposed. 
This verifies the flexibility of the design and how it can be 
easily tailored to meet the structure of different systems and/or 
constraints imposed by the physical dynamic model. Also the 
choice of the suitable Lyapunov function can be a bottleneck 
in the design process as tuning the control parameters to 
achieve stable performance requires the proper choice of 
which output to be considered to construct the states observer, 
e.g. it was not possible to use x3 to observe both x1 and x2 for 
the Lorenz system. Thus, which state is used for feedback and 
which states are to be observed, crucially affect the design 
process. Although the range of the control parameters is 
derived from the Lyapunov stability criteria, their maximum 
values should be constrained to ensure proper implementation 
of the design. This is due to the fact that overdriving the states 
observer can cause saturation in both the analog and digital 
implementations that can lead to instability as the observer 
dynamics are no longer valid. 

Finally, the case when some or all of the drive system 
parameters are uncertain or unknown can be resolved by using 
a single control parameter during the implementation phase 
and consequently performing simple fine tuning for adjusting 
the gains. Another possible solution to this problem is to 
incorporate adaptive parameters' estimators; however, this will 
come at the expense of sacrificing the simplicity of the design 
and the increased order of the overall system. 
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Abstract— This paper is dedicated to the cumulant
analysis of the Rössler attractor, based on the so-called
“degenerate cumulant equations” method. The approach
is ilustrated by the calculus of the first cumulants, which
are necessary to create an approximation of the probability
density function (PDF), applying the Gramm-Charlier
series, the model distribution method, etc. An approximate
method for the variance calculation at the output of the
Rössler strange attractor is shown. The latter is based
on the Kolmogorov-Sinai entropy that is defined by the
Lyapunov exponents for a statistically linearized chaotic
system and by the differential Kolmogorov entropy.

Index Terms— Cumulants, cumulant brackets, attractor,
kurtosis, variance, Kolmogorov-Sinai entropy.

I. I

Nowadays, the number of chaos applications has
grown considerably [1], but there are still a lack of
the effective tools for the statistical analysis of the
chaotic behavior for strange attractors, particularly in the
electrical engineering field.

Recently it was proposed a so-called “degenerate
cumulant equations method” [2-4] for applied statistical
analysis of the strange attractors, based on the parameters
of the corresponding dynamic systems1. It was shown [2-
4], that by means of the proposed approach not only the
expressions for the cumulants can be found, but also the
so-called “model distributions” for each component of
the attractors under analysis, etc.

The “attractive” features of the cumulants (instead of
moments) for engineering purposes was explained in
detail at [3], [5] and also a comprehensive and adequate
method for tha cumulant calculus was presented: the
cumulant brackets.

Note, that the “weight” of cumulants diminish as its
order grows [5], so for engineering analysis it is sufficient
to consider only the first four cumulants: χ1 − χ4, and

This work was supported by Intel C. through the grant “Intel-VK”
1Certainly, all statistical properties of the attractor can be obtained

through statistical computer simulation, but it is not the case here.

corresponding shape coefficients for PDF: γ3 is the
asymmetry coefficient and γ4 is the kurtosis coefficient
[5].

It was also shown recently, that chaotic models are
adequate to model several natural phenomena, related to
the communication field. For example, output signals of
some components of the well known attractors: Lorenz,
Chua, etc, can successfully describe the PDF’s of the
interferences from some digital interconnects, and the
cumulant analysis provides a very good coincidence with
the measurement data.

The improvement of the characteristics of the modern
digital communications from mobile to mobile PC’s
users, etc is so important, that it is highly encouraging to
continue with the statistical research of other attractors,
for example, Rössler attractor.

It is worth to notice here, that any cumulant analysis
of the dynamic system is not only qualitative, but also
quantitative.

As it was stated from the very beginning of its
applications, the cumulant method presents a “general
view” of the statistical system behavior due to system
parameters [6], [7].

As it follows from the title, this paper is dedicated
to the cumulant analysis of the Rössler attractor from
the engineering point of view. The paper is organized as
follows. Section II contains the basics of the degenerate
cumulant method and the concept of cumulant brackets.
Section III is dedicated to the analytical cumulant anal-
ysis of the Rössler attractor. In section IV some of the
numerical results for Rössler attractor, their comparison
with analytical predictions and the concept of equations
for cumulants and cumulants brackets are presented.
Section V presents the analytical approximate method for
the variance evaluation of the Rössler attractor. Section
VI is dedicated to some comments to the section V.
Conclusions are presented in section VII.
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II. D  

It is well known [8], that each dissipative continuous
time dynamic system (strange attractor) can be defined
with the following equation:

ẋ = f(x(t)), x ∈ Rn, x(t0) = x0 , (1)

where f(· ) = [ f1(x), . . . , fn(x)]T is a differentiable vector
function.

Following the principles for the ergodic theory of the
equation (1) [8], one has to annex the external weak
noise at (1) (idea of Kolmogorov) in order to obtain the
meaningful concept for the physical measure of x(t) −
Wst(x). Wst(x)− is a stationary PDF for x(t) (see details
in [8] and in [3], [4] as well).

Note, that Wst(x), as well as its characteristic function,
is totally defined by the complete set of cumulants [5].

Let us consider in the following only the one dimen-
sional PDF Wst(x) as:

Wst(x) = F−1{θm( jf)} ,

θ( jf) = exp{
∑∞

s=1
( jf)s

s! χs}
(2)

where χs is the cumulant of the s − th order.
If one assumes that cumulants for all s > m are equal

to zero, then for the finite set of cumulants {χs}
m
1 , we can

introduce the “model distribution” Ŵst(x) of the m − th
order and its characteristic function is defined by θm( jf).

It is clear that F{· } and F−1{·} are direct and inverse
Fourier transforms respectively.

The distribution Ŵst(x) is only an approximation of
the true PDF and the model distributions ( [11], and
references therein) provide an accuracy, better than the
orthogonal series expansions for the case γ4 < 0, and
can also be applied for γ4 > 0.

Another option for analytical approximation are
the orthogonal representations, for example, Gramm-
Charlier, Laguerre series, etc. [5]. For example, the
Gramm-Charlier series are defined by:

W(x) = WG(x)[1 +
γ3

3!
H3(x) +

γ4

4!
H4(x)], (3)

where

Hn(x) = (−1)nexp(
x2

2
)

dn

dxn exp{−
x2

2
};

Hn(·) is a Hermitian polynomial of n-order,

WG(x) =
1
√

2π
exp{

−x2

2
}

is a Gaussian distribution,

γ3 =
χ3

σ3

is the skewness coefficient and

γ4 =
χ4

σ4

is the kurtosis coefficient.
It is important to mention that for a symmetrical PDF

the above coefficients satisfy:

γ3 = 0, µ3 = χ3, µ4 = χ4 + 3(σ2)2

with χ3 and χ4 being the third and fourth cumulants;
γ4 ≥ −2.

Now (1) can be rewritten in the form of the stochastic
differential equation (SDE):

ẋ = f(x(t)) + εξ(t) , (4)

where ξ(t) is a vector of a weak external white noise
with the related positive defined matrix of “intensities”
ε = [εi j]nxn, [3], [5].

In other words x(t) is a continuous n-dimensional
Markov process with kinetic coefficients, given by
K1i(x) = fi(x) and K2 = [εi j]nxn,2 [3], [5].

For the SDE representation of the attractor the ap-
proach, named as cumulant equations for the SDE with
the given K1i(x) and K2 [5], can be successfully applied.

For the moment we assume (as it was proposed
above), that Wst(x) exists, and that it is a reasonable
physical measure for (1) and (4) [13]; although there ex-
ists all cumulants that adequately represent Wst(x). Those
cumulants can be found from the following equations for
the stationary cumulants (the interested reader can find
all necessary developments in details and with examples
at [5, ch. 4]):

〈Ki j(x)〉 = 0,
2{〈xi,K1i(x)〉}s + 〈K2i j〉 = 0,

3{〈xi, x j,K1β(x)〉}s + 3{〈x1,K2 jβ〉}s = 0,
...∑n

l=1 Cl
n[{〈x1, x2, . . . , xn−l,K1n−l+1(x)〉}s . . .

+〈x1, x2, . . . , xn−l,K2n−l+1,l〉 = 0]

(5)

where i , j, β = 1, n.
We can evidently see from (5), that if ∀εi j → 0,

then the second summand in (5) tends to zero and
the equations in (5) tend to the so-called “degenerate
cumulant equations”.

Hence, the degenerate cumulant equations have the
following form:

2Here we apply the definition for kinetic coefficients in
Stratonovich form.
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〈K1i(x)〉 = 0,

2{〈xi,K1 j(x)〉}s = 0, (6)

3{〈xi, x j,K1β(x)〉}s = 0,
...

where i, j, β = 1, n, and 〈xi, x j, . . . , xβ〉 are the so-called
“cumulant brackets” - abbreviated representation for any
cumulant [5].

A{x, y, . . . , z}s is an abbreviation of the Stratonovich
symmetrization brackets (A is an integer) and represents
the sum of all possible permutations in times of the
arguments inside the brackets [5] (see Appendix).

Essentially equations (5) and (6) represent a set of
non-linear algebraic equations and this set, in general,
is not closed, but it is always possible to cut the set of
cumulants by neglecting all cumulants with order s > m.

The equations (6) have to be sequentially solved first
for each component of x = [x1, x2, . . . , xn]T (first line);
next for couples of components {xi, x j}

n
i, j=1 (second line),

and then for triplets {xi, x j, xβ}ni, j,β=1 (third line), etc.
The way to do it is to “open” the cumulant brackets

as shown in Appendix A2 at chapter 4 at [5].
To illustrate the procedure described above, we apply

this material to the analysis of the Rössler attractor.

III. R̈ 
Equation (1) for Rössler attractor has the following

form:

ẋ = −y − z

ẏ = x + ay (7)

ż = b + zx − zc

where a, b, c are the parameters of the attractor, x =

[x, y, z]T .
Thus, the first kinetic coefficients for (6) are:

K1,1(x) = −y − z

K1,2(x) = x + ay (8)

K1,3(x) = b + zx − zc.

Introducing (7) and (8) into (6) for the first component
“x”, one gets:

χ
y
1 = 〈y〉 = −〈z〉 = −χz

1

χx,z
1,1 = −χ

x,y
1,1

χ
x,y
2,y = −χx,z

2,1

χ
x,y
3,1 = −χx,z

3,1

χ
x,y
4,1 = −χx,z

4,1


(9)

For the second component “y”:

χx
1 = 〈x〉 = −a〈y〉 = −aχy

1

χ
y
2 = −

1
a
χ

x,y
1,1

χ
y
3 = −

1
a
χ

y,x
2,1

χ
y
4 = −

1
a
χ

y,x
3,1


(10)

For the third component “z”:

χx,z
1,1 = χz,x

1,1 = c〈z〉 = −〈z〉〈x〉

χ
y
2 =

c〈z〉 − a〈z〉2

a

 (11)

Then, going on with two components {x, y}, one
can get: χy

3 =
2χy,x

1,2

1+a , 0, i.e PDF of y(t) is asymmetrical.
With two components {x, z} it follows: χz

3 , 0, i.e
PDF of z(t) is asymmetrical as well, and

χ
y
2 =

χx
2

〈z〉
(12)

Please note, that notations for cumulants described
in this section are considered in the Appendix.

In the same way all necessary cumulants of the higher
order can be found.

IV. N R  

The results were obtained using Matlab. It is pretty
simple to carry out numerical simulations of any strange
attractor, especially Rössler attractor, and find all the
cumulants (moments) necessary to make analytical ap-
proximation of the PDF for each component, etc.

Let us consider the results of simulations of the
Rössler attractor with the following parameters: a = 0.2,
b = 0.2, c = 5.7 [6], [7].

Note, that obviously each component of the attractor
achieves its stationary conditions with different time
constant. At this step of the research it was empirically
found (from simulations), that the “x” components reach
their stationary state faster than “y and z” components.
Therefore for comparison with the analytical results it is
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reasonable to apply data from the simulations, when the
PDF’s clearly achieve their stable shapes.

Keeping this in mind, let us make brief comparisons
between analytical and simulation results. Based on the
analytical results, which were presented in section II,
we’ll consider mainly the comparisons of the first two
cumulants, as they are very important for practice.

From simulations it was found:

〈x〉 = 0.17, 〈y〉 = −0.76, 〈z〉 = 0.75.

One can see from (9) and (10) an almost exact coinci-
dence with theory.

It is important to mention that all the components of
the Rössler attractor are normalized before realizing the
calculations.

Then, from (11) it follows, χy
2 = 17.8 and simulation

gives χy
2 = 18.9 (error is about 5.8%).

From (10) 〈x〉 = 0.13 and |〈x〉| < 〈y〉|: and 〈x〉 =

0.17, from (12) it comes: when χx
2 = 13.3, χy

2 = 17.8
(simulation gives almost the same.)

Both PDF’s for components “y” and “z” are not
symmetrical. From (10) it follows, that PDF’s for “x”
and “y” are oppositely asymmetric, in contrary to Lorenz
attractor (see [3]).

It can be seen, that besides of a good accuracy of
the analytical prediction for cumulants, for complete
calculus of the cumulants it is mandatory to provide
the calculus of the variances: χx

2, χ
y
2, χ

z
2, as high order

cumulants depend to them.
In Figure (1-3) are represented the histograms for

PDF’s of the “x”, “y” and “z” components of the Rössler
attractor.
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Fig. 1. “x” component of the Rössler attractor
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Fig. 2. “y” component of the Rössler attractor

0 1 2 3 4 5 6 7 8 9
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

P
D

F
"z" Component of the Rössler attractor

Fig. 3. “z” component of the Rössler attractor

One can see, that the components “x” and “y” are “op-
positely” symmetric (see also (8)), and have unimodal
PDF’S with γ4 > 0, i.e. the vertices of the distributions
are “sharper”, than the Gaussian ones.

We can see that the component z can be approximated
by means of a delta- function.

For “x” and “y” components we describe the PDF
histograms by means of the Laplace distribution defined
by:

f (x) =
1

2λ
exp{−

|x − µ|
λ
}.
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This distribution is characterized by location µ (any
real number) and scale λ (has to be greater than a 0)
parameters. The use of Laplace distribution allows to
make a right description for the “x” component and “y”
components of the Rössler attractor as it is observed in
Figures 4 and 5.
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Fig. 4. “x” component of the Rössler attractor
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Fig. 5. “y” component of the Rössler attractor

Then, as it follows from Figures 4 and 5, the (PDF),
for the “x” component of the Rössler attractor is ap-
proximated by a Laplace distribution with the local
parameter µ = 0 and scale parameter λ = 1.1 and for
the “y” component with local parameter µ = 0 and scale
parameter λ = 0.85.
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Fig. 6. CDF of the “x” component using the Laplace approximation
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Fig. 7. CDF of the “y” component using the Laplace approximation

In Figures 6 and 7, we apply the Kolmogorov-
Smirnoff goodness of fit test with a significance level
α = 0.05, in order to examine whether the accuracy
of the PDF of the “x” and “y” components of the
Rössler attractor and its approximation using the Laplace
distribution are adequate or not. As it can be seen from
the figures 6 and 7, the approximation can be considered
as aceptable.

In Figures 8 and 9, the results of the approximation of
the PDF for the “x” and “y” components of the Rössler
attractor by means of the Gramm-Charlier series and the
model distribution (2) (both withγ2 > 0,) are represented.

One can see, that, as it was commented before, the
Gramm-Charlier approximation is more precise, than the
expression (2), because of γ2 > 0.

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

141



6

−3 −2 −1 0 1 2 3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

P
D

F

"x" Component of the Rössler attractor
Gramm−Charlier approximation
Model Distribution approximation 

Fig. 8. The “x” component of the Rössler attractor with the Laplace
and model distribution approximations.
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Fig. 9. The “y” component of the Rössler attractor with the Laplace
and model distribution approximations.

V. A  V C

By considering the results presented in previous sec-
tions we realize that the approximations obtained by
applying the cumulant method are really good.

As it is emphasized above, the first four cumulants
for the Rössler attractor depend on the evaluation of the
variance χ2 that is based on the Kolmogorov-Sinai Hk−s

entropy.3 The Hk−s entropy is defined by the sum of the
Lyapunov exponents for a non-linear system [9, page

3Considering that K-S entropy can’t be exactly calculated, it is
impossible by using this method to obtain an exact result for variance.
Nevertheless, assuming that for practical purposes an error about 10-
20% is acceptable, we are able to apply this method.

122]. For a linear matrix the Lyapunov exponents are
defined by its eigen-values [9, pages 542-543].

In the proposed methodology we compare the dif-
ferential entropy obtained from the PDF approximation
for a component of the Rössler attractor, with the Hk−s

entropy computed through the parameters of the attractor
(Lyapunov exponents).

Note, (see in the following) that in the framework
of this analysis Hk−s coincides with the Kolmogorov
differential entropy of the PDF [9, pages 542-543, 839].

The proposed methodology can be summarized as
follows.

1) The non-linear system describing the chaotic be-
havior of the Rössler attractor has to be statistically
linearized [9, p 760].

2) The eigen-values must be found from the coeffi-
cients matrix formed by the linearized system.

3) Once the eigen-values have been obtained, the
Hk−s for the dynamic system can be estimated as
follows:

log|λmax| < Hk−s ≤

m∑
j=1

log|λ j|, (13)

where, j = 1,m, λ j - is the j − th eingen-value of
the linear matrix and log|λ j| - is the j−th Lyapunov
exponent for the linear matrix [9, p 542].

4) On the other hand the Kolmogorov differential
entropy is:

hdi f = −

∫ −∞

∞

W(x)log[W(x)]dx, (14)

where W(x) is the PDF of the ouput signals whose
parameters have to be represented through χ2.

5) Then, we create an algebraic equation depending
on the variance according to steps 3 and 4.

6) Solving equation from steps 3 and 4, we can have
now a solution for variance.

It is worth mentioning, that as the whole Kolmogorov-
Sinai entropy is addressed to the given component of
the Rössler attractor the value of the variance obtained
from the approach is actually its upper bound. The lower
bound can be found applying the left hand side of the
inequality (12).

Here we present the results of the application of this
method for the Rössler attractor considering only the x
component. From equation (5) we can obtain a linearized
system as it was mentioned in step 1. From step 2, we
obtain the coefficient matrix A of this linearized system
as:
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A =

∣∣∣∣∣∣∣∣
0 −1 −1
1 a 0
0 0 −c

∣∣∣∣∣∣∣∣
Matrix A has a determinant different from zero, for

this reason we can obtain eingen-values, considering a =

0.2 and c = 5.7. The characteristic equation becomes:

λ3 − (a − c)λ2 − (ac − 1)λ + c = 0,

where λ1 = −5.7, λ2 = 0.1 + j and λ3 = 0.1 − j.
Note, that the main eigen-value λ1 is equal to the

parameter c.
Having the results for the eigen-values, and substitut-

ing λ1 into (12), we can obtain a numeric value for the
entropy as Hk−s ≈ 1.74.
And for steps 3 and 6 it follows:

χx
2 =

exp(3.48)
2e2 = 2.1.

From the Fig. 4 it follows, that χx
2 ≈ 2 and the error is

5%.

A. Some Modifications

In the previous material it was assumed that the
parameters of the Rössler strange attractor are predefined
as well as the PDF’s for the output signals.

Here we’ll consider a more general case. Let us
suppose, that the set of parameters of the strange attractor
and the PDF’s are not predefined, but the chaotic regime
of the attractors is established.

Then one can apply for the PDF choice the so-called
“Maximun Entropy Method (MEM)” [10]. If the attractor
of interest can be characterized by the symmetric PDF’s,
then it can be applied as a MEM distribution Gaussian
PDF.

From the MEM principle it follows, that for the given
Hk−s for Gaussian PDF, the evaluated χ2 has to be a
lower boundary for its true value.

As it was mentioned before if one of the positive
Lyapunov exponents predominates it is possible to apply
for the lower boundary for χ2 the inequality Hk−s >
log|λmax|. If all values for positive Lyapunov exponents
are comparable, then for the lower boundary evaluation
it is possible to assume 1

3 Hk−s ≤
∑

i log|λi|, if the strange
attractor consists of three equations and we assume that
all components are statistically independient.

It follows from (12), that the variance χ2 obeys the
following inequality:

χ2 ≥
102Hk−s

2πe
(15)

For the Rössler attractor χx
2 ≥ 1.8 (true value is 2)

VI. S     V

The material of the section V shows that through
the ordinary equations of strange attractors and their
statistical linearization it is possible to obtain analytical
estimations of the Lyapunov exponents of the non-linear
dissipative system describing the attractor. After the
Lyapunov exponents are found it is possible to get a well
known approximation for the Kolmogorov-Sinai entropy
Hk−s.

On the other side, applying the attractors PDF’s for
the components of interest (from computer simulations)
together with its analytical approximation, it is possible
to find the Kolmogorov differential entropy (hdi f ) wich
practically coincides with Hk−s for the strange attrac-
tors under consideration. Finally, by solving a simple
quadratic algebraic equation one can find χ2 ≥ 0.

The approach shows acceptable accuracy for engineer-
ing evaluation of χ2 (less than 20%) and it is completely
analytical. Why it happened?

This means that it has to depend on the details of the
stochastic set, dimension of the phase space, etc. (see
[9,12], etc. for details) of the attractor.

For example if the dimension of the stochastic set
D for the strange attractor is more that two, almost all
phase trajectories, that constitute the strange attractor are
localized in a very thin layer, i.e. it can be approximately
represented by a one dimensional Poincare mapping
(details can be found in [12]). It is actually true for Chua,
Lorenz, Rössler etc. strange attractors as well (see [12],
[14], etc).

So, any non-linear dissipative system with a dimension
D equal or more than two represents a one-dimensional
Poincare mapping (one dimensional dynamics) and one
of the consequences of this is the similarity between Hk−s

and the Kolmogorov differential entropy. Therefore, the
acceptable accuracy of the proposed approach might be,
in some sense, predicted.

Next, please, note that the dependence of χx
2 on

the parameters of the strange attractors (even in the
framework of the predefined chaotic regime) is not trivial
and it depends on the attractor’s type. As it was shown
above, the χx

2 for the Rossler attractor clearly shows the
dependence on the unique parameter c (see also [10]).

VII. C

1) A rather simple method for statistical analysis of
the Rössler attractor, based on the “degenerate
cumulant equations” was presented.

2) It was shown, that application of the cumulant
analysis gives not only a qualitative picture of
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the stochastic behavior of the attractor, but also
a quantative evaluation for cumulants.

3) Cumulants can be useful to obtain an approxima-
tion of the plot of PDF’s of output signals for
Rössler attractor.

4) The solution for variance for Rössler strange at-
tractors presented in Section V results to be ap-
propriate as a prediction for this parameter. The
error in the calculation is considered permissible
in the estimation approach as well.

A

The authors are pleased to pass their gratitude to
Fernando Ramos for his help in the preparation of this
paper.

A

The concept of cumulant brackets was introduced as
an abbreviated representation for any cumulant, i.e.

χ
ξ1,ξ2,...,ξn
m1,m2,...,mn = 〈ξ1, . . . , ξ2︸     ︷︷     ︸, ξ2, . . . , ξ2︸     ︷︷     ︸, . . . ,
ξn, . . . , ξn︸     ︷︷     ︸〉 ≡ 〈ξ[m1]

1 , ξ[m2]
2 , . . . , ξ[mn]

n 〉 ;
(16)

where ξ1 appears inside the brackets m1 times, ξ2

appears m2 times, and so on; for example, the third
cumulant is Kξ1,ξ2

1,2 = 〈ξ1, ξ2, ξ2〉. Some useful features
for cumulant brackets can be found in [5,11].

The relations between moments and cumulants as well
as the relations between moment and cumulant brackets
were discussed in a exhaustive way in [5,11]; the fact
that by means of cumulants brackets it is possible to
formalize the operations between random variables and
their transformations (linear and nonlinear, inertial and
non-inertial), in a easy way, was presented in [11] (see
also [5] for some generalizations).

For the above presented material some features for
cumulant brackets need to be taken into account [5,11]:

1) 〈ξ, η, . . . , ω〉 is a symmetric function of its argu-
ments.

2) 〈aξ, bη, . . . , gω〉 = a · b · · · · · g〈ξ, η, . . . , ω〉, where
a, b, . . . , g are constants.

3) 〈ξ, η, . . . , θ1 + θ2, . . . , ω〉 = 〈ξ, η, . . . , θ1, . . . , ω〉 +

〈ξ, η, . . . , θ2, . . . , ω〉.
4) 〈ξ, η, . . . , θ, . . . , ω〉 = 0, if θ is independent of
{ξ,η, . . . , ω}.

5) 〈ξ, η, . . . , a, . . . , ω〉 = 0.
6) 〈ξ + a, η + b, . . . , ω + g〉 = 〈ξ, η, . . . , ω〉.
In addition to cumulant brackets it is necessary to

introduce here the concept of Stratonovich symmetriza-
tion brackets: symmetrization brackets together with the

integer number in front of the brackets represent the
sum of all possible permutations of the arguments inside
the brackets. For example, the operator 3{〈ξ1〉 · 〈ξ2, ξ3〉}s

means that

3{〈ξ1〉 · 〈ξ2, ξ3〉}s = 〈ξ1〉 · 〈ξ2, ξ3〉 . . .
+〈ξ2〉 · 〈ξ1, ξ3〉 + 〈ξ3〉 · 〈ξ1, ξ2〉 ,

(17)

where {}s is the notation for the Stratonovich sym-
metrization brackets. Rules for manipulations with cu-
mulant brackets can be found in A2[5].

The relations between moments and cumulants for the
same distribution W(x) are well known (see, for instance,
references [5,11]).

The following notation is also quite known: 〈g(x)〉,
〈ξ1· ξ2〉, which denotes the operator of statistical average
for g(x) and for the product of two random variables ξ1

and ξ2, respectively.
Following [5] we call this operator 〈·〉 as moment

brackets. The formal difference between moment and
cumulant brackets is, that the first one contains a ‘dot’
between random variables (usually it is skipped), and the
second one contains a ‘comma’ between variables.
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Abstract— We provide results comparing two new methods
based on different embedding space approaches to infer direc-
tional interdependence between bivariate time series, such as
the transition to synchronisation. Both methods share a common
identification stage which models the underlying generatorof
each single observable data. This consists of two parts: state space
reconstruction, and local model fitting using a class of kernel
density estimation methods which is an extension of Lorenz
Analogues techniques. The mutual information derived from
the density estimation is used to compare the two approaches
and is tested on coupled dynamical systems for which the
interdependence is controlled.

I. I NTRODUCTION

Identifying dynamical directional interdependence among
multivariate time series is an important problem in many
scientific fields such as engineering, econometrics, biology and
biomedical analysis. Generally, the mathematical formulation
of the underlying generator of the observed signals is not
known a priori and their coupling needs to be inferred using
observational data. This latent generator can be represented by
a composite interplay of many subsystems which can result in
a global complex collective behaviour. Instead of the complete
statistical description of hidden systems, it can be sufficient to
estimate information about the relationship between observed
signals. An accurate analysis of these relationships can bring
about useful inference regarding the hidden connections inside
the underlying generator.

The nonlinearity of the system is a further complication
which is common in nature and can make the generator
dynamics more difficult to analyse. Linear tools such as
correlation or Fourier analysis have limitations for uncover-
ing nonlinear couplings. Instead, in the literature, nonlinear
interdependence concepts such as causality or synchronisation
are being used to construct a framework which, in this work,
we use as the motivational background for our study.

Causality has been the subject of debate due to different
views around its nature and interpretation. While an empirical
idea of cause and effect is relatively easy to comprehend, its
practical translation can lead to an algorithmic representation
providing many issues (see [1] for a discussion). Granger [2]

based on ideas from Wiener, studied a particular class of linear
stochastic systems where a plausible definition of causality
proposed a statistical framework of analysis. Given two ob-
servable time seriesx andy from systemsX andY, if a k-step
ahead predictor ofxi using the past observable ofxi and yi

together increases the predictability likelihood over a predictor
using only xi, than we can say thatY and X are causally
related. Depending on the flow of information in predicting
Y from X or X from Y allows us to infer directionality of
coupling. From a different point of view, we can express the
same concept in a probabilistic way,

If P (xi+k|x−i , y−i ) 6= P (xi+k|x−i ) Y causesX (1)

wherex−i and y−i are the past time series of the systems
prior to the timei and xi+k is the k-step ahead predictor.
Using a linear stochastic system, a totally admissible algo-
rithmic choice [2] which has been largely used, based on
(1) uses the conditional variance of the prediction error, i.e.,
σ(xi+k|x−i , y−i ) and σ(xi+k|x−i ). The Granger implementa-
tion was based on ARMA modelling and has been employed
in many data analysis domains, including, econometrics [3]
[4] and recently neuroscience [5]. Since for a linear system
the autocorrelation and Fourier spectrum are related by the
Wiener-Khinchin theorem, we can find implementations of
causality measures based on coherence [2]. Recent studies
have addressed the nonlinear analysis issue using an ex-
tension of Granger causality based on nonlinear predictor
modelling [6], [7], [8]. Other approaches using entropy (for
a review see [9]) have been developed. In [10] (1) has been
called the measure of deviance from the Markov property
which leads to the concept of Transfer Entropy.

Most of the methods we have listed above for causality
discovery containing nonlinear systems make use of a prepro-
cessing stage based on State Space Reconstruction [11]. This
approach has become a popular solution in order to learn the
underlying dynamical structure which generates the observable
time series. We use this technique in this paper to build the
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reconstructed state space in which we run the modified Lorenz
analogues approaches.

Defining synchronisation has been less empirical due its
historical focus on periodic system such as relaxation os-
cillators in which phase contains the information needed to
infer interdependence and synchronisation. In the last two
decades, it has been shown [12] that chaotic systems can
identically synchronise and other levels of definition needed
to be introduced [13]. One of the reasons was the query
of how to define the phase of a chaotic signal. There are
different measures of synchronisation and we refer to the
literature [14], [15]. In this work, we focus on a class of
methods which are related to the concept ofGeneralised
Synchronisation [16]. Two systems are synchronised if it is
possible to find a smooth functionΨ which relates the two
state-spaces of the underlying generators ofX and Y, i.e.,
Y = Ψ(X), whereX andY are the state spaces ofX andY.
A set of possible measures of generalised synchronisation have
been explored using the concept of mutual neighbours in the
reconstructed or embedding state spaces which we denote here
as X̂ and Ŷ. In [17], the author projects the local structure
of one reconstructed state space, i.e.X̂, on the other, i.e.
Ŷ in order to search for generalised synchronisation. Other
similar measures can be found in [18] and [19] in which the
Synchronisation Likelihood is defined. In [20] the procedure of
mutual neighbours is used to build a simple nonlinear predictor
in state space.

In this paper, we compare two nonlinear approaches to
interdependence analysis motivated by a local nonlinear map-
ping version of the Lorenz method of analogues. The Lorenz
technique was originally a simple way to build a predictor
in the reconstructed space. We first consider here a novel
version of the Lorenz algorithm which uses a kernel density
estimation techniques in order to compensate nonlinearityof
the underlying generator of the data. This particular predictor
models the conditional distributions required in (1) whichwe
employ to check, using the deviation of the Markov property,
the information flow between the two time series generators.
In the second part, we investigate two possible ways we found
in literature, to obtain the joint information of the past sets x−i
and y−i on the left hand side of (1). The causality literature
suggests approaches based on joining the setsx−i andy−i ob-
taining a larger dimensionality setx−i ⊕ y−i based on a ‘direct
sum’ generator space. Instead, using an approach emphasized
for example in [20] [19], we use a method based on mutual
mappings between local neighbours in the two spaces which
we denote byP (xi+1|x−i , y−i ) = P (xi+1|x−i ⋆ y−i ) with ⋆ the
notation that we use to define the mutual neighbours mapping
operator, to be discussed later.

In the following section, we define the approach we use to
construct nonparametric predictors in embedding space using
the Lorenz method of analogues. We define in the second part
the mutual predictors using the two different approaches using
⊕, ⋆ operators. We employ a Granger like statistic to check
the deviance to the Markov property in (1) as our measure
of directed interdependence. We illustrate the approach using

X̂̂

X

OBSERVATION SETS

 RECONSTRUCTED SPACE

ORIGINAL SPACE

©

h(¢)h(¢)

x

Fig. 1. The dynamics of the underlying generator described by the space
X are projected to the observable subspacex by the functionh(·). A space
Reconstruction algorithm uses the time series point inx to build an equivalent
spaceX̂ of X up to a diffeomorphic functionΦ(·).

synthetic examples where we have control over the coupling.

II. M ETHODS

A. Nonlinear modelling

We consider two finite dimensional dynamical systemsX
andY which describe our underlying generators of the data.
Using the state space representations in (2-3), we assume the
dynamics of the system is described by stochastic differential
equationsfX (·), fY(·) and the measure functionshX (·), hY(·)
which defines the observable time seriesxi andyi.

X =
{

Xi+1 = fX (Xi,Yi) + ξX
xi = hX (Xi) + νX

(2)

Y =
{

Yi+1 = fY(Yi,Xi) + ξY
yi = hY(Yi) + νY

(3)

where ξ and ν are general stochastic terms which we
consider additive and uncorrelated with each other. The ob-
servable time series are the quantities between which we want
to infer interdependence which we consider here to be one-
dimensional. As we introduced in the previous section, we use
the bold notation, i.e.X, to define a vector space while the
indexed bold one, i.e.Xi, to specify an element. The lower
notation, i.e.x, indicates the corresponding observable time
series.

We proceed to the nonlinear modelling ofx andy using a
two stage identification procedure. In the first part, we use a
State Space Reconstruction which we described (1). For each
time pointi of the time series, we construct anM -dimensional
space from the vectorŝXi = (xi, xi+τ , . . . , xi+(M−1)τ )
and Ŷi = (yi, yi+τ , . . . , yi+(M−1)τ ) where τ is the delay
parameter [21]. In order to simplify the analysis, in this
paper we assume that bothX and Y are embedded in the
same dimensionM and have common delayτ . For a linear
stochastic system, the dimension of the spacesX̂i andŶi are
related by the order of the model which can be retrieved for
autoregressive representations by the AIC criterion [22],for
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Fig. 2. Graphical comparison between the two approaches we use to extract the conditional joint distribution between the two reconstructed spaces.

instance. In nonlinear time series analysis, Takens [11] showed
that under the sufficient condition thatM ≥ D + 1, the space
X̂ and the space of the vectorsX are anembedding, i.e., they
are related by a diffeomorphic mapΦ. We have thatD is the
dimension of the limit set ofX or the attractor of (2-3).

The previous property leads to a useful fact for the purpose
of building a prediction model which we consider as the
second identification stage . The projection over the observable
spacex of the true joint distribution of the datap(X, x) can be
retrieved usingp(X̂, x) instead, thanks to the diffeomorphic
condition between̂X andX. In this work, we modelp(X̂, x)
(the same forp(Ŷ, y)) using a class of kernel density esti-
mation methods based on Parzen estimators from which we
can derive the following conditional expectation (see [23]for
details):

x̃i+k = E(x|X̂) =
N∑

j=1

w(X̂i, X̂j)xj (4)

wherex̃i+k is thek-step ahead predictor of the time series
point x given by theN -nearest pointŝXj to X̂i. The kernel
function w(X̂i, X̂j) is imposed to satisfy the summation
constraint

∑N
j=1 w(X̂i, X̂j) = 1. If we choose the simplest

kernel function as a constant, i.e.,w(X̂i, X̂j) = 1/N , the
approach is equivalent to the well-knownLorenz method of
Analogues [21] or the zero-th order predictor [20].

A different choice of the kernelw(·, ·) can be used in
order to increase the performance and the complexity of the
predictor model. In this paper we continue with the Lorenz
method, since the main goal is the comparison between the
mutual predictors approaches defined by the operators⊕
and ⋆ which we describe in the next section. We leave the
performance analysis for causality discovery using different
kernels as future development.

The approach we describe is an example of amemory-
based method in the pattern recognition literature [23]. From
the technique we use to build the reconstructed space, we
have a one-to-one relationship between the spacesX̂ and

the observable spacex that can be considered as a database.
We further divided this database in two parts: a training
set and a test set. Normally, the training set is used to
learn the conditional probabilityp(X̂, x) using a minimization
algorithm which is then used on the test set to produce the
predicted valuẽx. Memory-based methods do not learn during
the training stage but at each new embedding vectorX̂i the
algorithm needs to find the neighbourŝXj and project the
neighbourhood structure on the correspond time series points
xj . Computationally, we have that memory based methods are
fast in training, since they require only to build the set, but
slow in prediction. In order to increase the performance of the
algorithm, we need to build the training set using an optimal
procedure. Algorithms which build the embedding space us-
ing K-D trees [24] can compute the neighbours problem in
O(Klog K) time compared to an unstructured solution. The
complexity of the neighbours problem isO(dK2) if we need to
compute the pairwise distance ofK embeddingd dimensional
vectors.
The analogues algorithm requires parameters to be tuned such
as the dimension of the embedding, the delay parameter and
the number of neighbours. Using a different kernel function
w(·, ·) could result in further parameters to choose. In the
literature [21], there are several procedures developed totune
the embedding parametersM and τ . In this work, since the
purpose of the predictor methods is not forecasting, but method
comparison, we can use the available test set to drive the
choice of the optimal parametrization of the algorithm. As
described in the results section, we collect the time seriesfor
an offline interdependence analysis. The test set is known a
priori and we consider aCross-Validation-Procedure to choose
the parameters which minimise the out-of-sample prediction
errors in this set. The choice of using the test set in order
to compute the prediction errors avoids the problem of model
overfitting of the training data. We define the prediction errors
asex, ey.
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B. Mutual Predictors

Following (1) and the Granger paradigm, considering one
time series, i.e.x, we want to examine if the information
gained by incorporating the other time series, i.e.,y improves
the nonlinear predictability ofx. In the section above we
modelled the conditional distribution of the right hand side
of (1). In this part we are interested in devising a mutual
predictor ofx which takes into account the information of both
embedding spaceŝX,Ŷ in order to model the left hand side
of (1) and quantify the deviation from the Markov property.

As described in the introduction, in this paper we investigate
two different approaches to gather mutual information from
the reconstructed spaceŝX and Ŷ. The first one, which we
refer to as theJoint space approach is depicted in Fig. (2)
and it uses the direct sum spacêZ = X̂ ⊕ Ŷ where
zi = (xi, xi+τ , . . . , xi+(M−1)τ , yi, yi+τ , . . . , yi+(M−1)τ ) is a
double-dimensional concatenated embedding space. Using the
spaceẐ we model the conditional probabilitiesp(Ẑ, x) and
p(Ẑ, y) using the kernel analogues approach we discussed in
the previous section. This mutual predictor for the case of
p(Ẑ, x) assumes the following expression

(x̃|xy)i+k =
N∑

j=1

w(Ẑi, Ẑj)xj (5)

whereẐj are theN -nearest neighbours of̂Zi.
For the second approach, theMutual neighbours approach,

we employ an alternative notation using the operatorX̂⋆Ŷ to
extract mutual information from the two reconstructed spaces
X̂ and Ŷ. Figure (2) depicts this approach. We consider the
embedding vector̂Xi at time pointi and we search for the
corresponding counterpart̂Yi in the partner space. We then
obtain theN -nearest neighbours of̂Yi in the partner space
and we gather the respective set of time points, i.e.Ŷ(j). We
choose the mutual set of neighbours back in the originalX̂
space corresponding to thêY-space neighbourŝY(j) and we
build the following mapping predictor

(x̃|xy)i+k =
N∑

j=1

w(X̂i, X̂Ŷ(j))xŶ(j) (6)

As in the previous section, we compute for (6) and (5) the
k-th step prediction out-of-sample errors on the test set. We
denote this error asex|xy andey|xy, respectively.

From the construction of the algorithms, we emphasise that
the mutual neighbours approach is computationally faster than
the joint space approach. Joining the two spaces needs an ad-
ditional searching procedure for neighbours in the new higher
dimensional spacêZ. Instead, the mutual neighbours technique
can re-use the local structure which has been computed for
eachX̂ andŶ separately.

C. Interdependence Analysis

In the final step, we need to employ a measure of in-
terdependence which quantifies the deviation away from the
Markov property in (1). As discussed in the introduction, the

conditional probabilities are usually substituted by the vari-
ances of the prediction errors which in this case are estimated
from (4) and (5) or (6) for the conditional probabilities. This
choice is valid if we consider the system has been generated
by a linear stochastic component. In this work, we model the
underlying generator of the data using a local linear kernel
mapping which is consistent with this assumption.

The Granger literature, for example [3] [25], has largely
discussed different statistical significance tests in order to
check the difference between single and mutual predictability.
A comparison of significance tests can be found in [26]. In
this work we employ the following measure which has been
used in [6]:

Gy→x = ln

(
σ2

x

σ2
x|xy

)
. (7)

where σ2
x and σ2

x|xy are respectively the variance of the
single and the mutual prediction errors. Similarly, we com-
pute the termGx→y using σ2

y and σ2
y|xy to check for the

inverse link. A potential difference betweenGy→x and the
equivalentGx→y therefore provides a test for directionality
of the coupling which we define as thedifferential Granger
measure ∆G = Gx→y −Gy→x. In [7], the authors proposed
another index for bidirectional couplingD = c2−c1

c1+c2
where

c1 = σ2
x − σ2

x|xy andc2 = σ2
y − σ2

y|xy but we leave this index
for future comment.

III. R ESULTS

We consider two numerical experiments of nonlinear sys-
tems common in the literature to compare interdependence
behaviour. We consider here a quantitative study of the two
approaches introduced previously. During the simulation,we
discard the first104 synthetically generated samples (the
‘burn-in’ samples) and we divide the rest into20 sets of
1000 points. On each set we construct the models discussed
previously. We further partitioned each set into two subsets of
700 samples for the training and300 for the test procedures. In
the following discussion, we compute the mean and standard
deviation of the differential Granger measure∆G computed
over the20 sets for one-step ahead predictors.

A. Logistic map

We consider first a unidirectional coupled logistic map
which has been described in [7]:

X : xi+1 = axi(1− xi) + sηi+1 (8)

Y : yi+1 = (1− C)ayi(1− yi) + Caxi(1 − xi) + sξi+1

(9)

whereη andξ are unit variance Gaussian distributed noise
ands controls the strength of the noise terms. The parameter
a = 3.8 has been chosen. The coupling can vary between
C = 0 and C = 0.5 for the noiseless case. In Fig (7), we
plot the synchronisation pattern for different coupling strengths
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Fig. 3. Synchronisation patternsx vs y for the noiseless coupled logistic
map for different values of couplingC. We notice perfect synchronisation for
C = 0.45

of the map. The case of identical (‘perfect’) synchronisation
occurs forC > 0.35, is evident in the figure.

In Fig (4), we consider the measure of∆G for the two
different embedding space treatments. For this particularmap
we perform a cross validation procedure and we chooseM =
1 and τ = 1. Moreover, we establish that two neighbours
are sufficient to build the optimal predictor model. Both of
the methods find directional interdependence fromY to X
without any particular difference in terms of value. In fact
in Fig. (4) the positive value of∆G indicates the direction
of the information flow fromY to X . Both measures fail to
find any directionality when the two systems are in perfect
synchronisation, which is intuitively correct. In this situation it
should be impossible to distinguish any directional information
flow between the systems.

We repeat the analysis for the coupled logistic map includ-
ing a nonzeros = 0.01 random noise contribution. This value
has been chosen so as not to distort the convergent evolution
of the systems in (8-9). In Fig (5) we do not have, as in
the previous case, perfect synchronisation but instead a ‘noisy
synchronisation’ forC = 0.45. From the interdependence
analysis in Fig (6) we can still find evidence for directionality
in both approaches. Different from the zero-noise case, both
methods find a non zero directional values for all studied
couplings. However, the values of the two methods settle down
to a different∆G for high values of coupling. In the noisy
synchronisation stage their behaviours are different.

B. Henon map

Next, we take the case of a 2D discrete system using the
numerical simulations of two unidirectionally coupled Hénon
maps which has been studied in several papers [20] [27] [18].

X
{

xi+1 = 1.4− x2
i + 0.3ui

ui+1 = xi
(10)
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Fig. 4. Values of the directional Granger measure∆G for different values
of the coupling. The bold line is the mutual neighbours approach and the
thin the joint space approach.∆G > 0 indicates the correct information flow
from Y to X
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Fig. 5. Same plot of Fig (4) for the case of coupled logistic maps with noise
level s = 0.01

Y
{

yi+1 = 1.4− (Cxi + (1− C)yi)yi + Bvi

vi+1 = yi
(11)

Following the literature, the parameterB = 0.3 imposes
two identical system whileB = 0.1 is used for non-identical
systems [20]. Here, we assume two identical systems. We vary
the coupling parameterC between0 and1. For C ≃ 0.8 we
observe the coupled system switching to perfect synchronisa-
tion. In Fig. (7) we show the synchronisation pattern for this
example.

Using the valuesM = 3, τ = 1 and we construct a predictor
using 4 neighbours. These values were selected based on
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cross validation. In Fig. (8) we show the differential Granger
measure∆G with respect to the two approaches. In this case,
the higher complexity of the map even in the noiseless case,
drives a difference in the two approaches for the value reached
by ∆G. Importantly, for both cases we can find the correct
directionality of the flow.

C. Chain of Tent maps

Our final example of increasing complexity is a chain of
L one-dimensional tent maps. The coupling scheme has been
studied in [10] and is given by

xi+1 = f
(
Cxl−1

i + (1− C)xl
i

)
, (12)

wherel indicates the index of the chosen map in the chain.
The tent map is given by

f(x) =
{

2x x < 0.5
2− 2x x ≥ 0.5.

(13)
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Fig. 9. Chain of tent maps with 2 elements. Synchronisation patternsx vs
y.

In the following analysis, we consider the case where the
number of mapsL is increased from2 to 5. Using the same
paradigm as in the two previous examples, for each value
of L we compute the joint space and the mutual neighbours
Granger indices between the first and the last elements in the
chain. We useM = 1, τ = 1 and we construct the Lorenz
analogues predictor using4 neighbours. In Fig. (9), we plot the
synchronization patterns between the first and the last element
of a chain ofL = 2 tent elements. We observe a transition
to complete synchronization at the value ofC = 0.45. In
Fig. (10), we plot the synchronization pattern forL = 4.
The transition to the complete synchronization stage is the
same forL = 2, 4. From the plots in Fig. (9)(10), we notice
that the results are less ‘sparse’ forL = 2, prior to complete
synchronization.
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value of the joint space approach Granger index.

In Fig. (11), we show the results of the two differential
Granger indices usingL = 2 and L = 3 while Fig. (12)
depicts the indices forL = 4 andL = 5 . We notice that the
behaviour of the mutual neighbours index does not modify
its qualitative behaviour under an increase of the number of
tent map elements. On the other hand, the joint space index
decreases its value as the lengthL is changed. Nevertheless,
both measures correctly find the true directional interaction in
the chain.

IV. CONCLUSION

The goal of this work was to investigate two different state
space approaches to infer dynamical directional interdepen-
dence between nonlinear time series of a latent complex sys-
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Fig. 12. Same plot as in Fig. (11) withL = 4 andL = 5.

tem. We based our comparison on the Granger approach given
by the mutual predictability using (1). The two techniques we
considered were the joint space approach, which is used in
the causality literature and the mutual neighbours approach,
which has been studied mainly for generalised synchronisation
purposes.

In order to check predictability, in this work we employed
a model which was equivalent to the Lorenz method of ana-
logues based on a particularly simple form of interpolationof
the conditional density estimation. For more general problems,
the kernel model will need to be expanded to incorporate more
useful kernels leading to an alternative formulation of the
analogues approach. We are currently investigating different
choices of kernels and their spatial extension in order to study
local and global modelling of the reconstructed manifold.

From our qualitative investigation, based on synthetic ex-
amples, we conclude that the mutual neighbours approach
performs as well as the joint space approach in finding
directional interactions but with less computational load. The
computational load is due to the choice of the density estima-
tion algorithm which needs a procedure to search for analogues
in the reconstructed space. From the examples we studied
we have observed differences between the two approaches
when the complexity of the underlying system is increased,
although both methods correctly estimated the directionality of
information flow. An analytical study of the difference between
these two approaches is left for a future investigation.
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Abstract— We present a model for the coupling between the
recently predicted hybrid wave modes and the well-established
dipole resonances observed in a cloud of cold atoms. We show
that such oscillations are described by a forced oscillator equation
in the form of a generalized Mathieu equation. We report on the
stability conditions. A feedback control scheme is discussed in
order to control the unstable solutions of the homogenous system.

I. INTRODUCTION

In the last years, special attention has been given to the
low temperature physics [3]. The advent of laser cooling
techniques, essentially because of the growing interest in
the Bose-Einstein condensation, has envisage the possibility
to explore, both theoretic and experimentally, new exciting
features in the field. Many fundamental aspects of low tem-
perature physics, which have recently been reported, arise from
several disciplines and may compromise the actual boundaries
between them. As example, one should emphasize the studies
developed in cold atoms and Bose-Einstein condensation, and
very exciting theoretical works in quantum plasmas.

In this work, we explore the nonlinear coupling between
the recently predicted hybrid waves and the dipole resonance
due to the trapping potential, in a system of cold atoms [6].
The hybrid modes in cold atoms are formally similar to the
Langmuir plasma waves [1], [2], but they present an acoustic
nature. Therefore, such modes consist on sound oscillations
that exhibit a lower cut-off when k → 0.

II. BASIC EQUATIONS AND DERIVATION OF THE MODEL

A system of cold atoms is achieved by mean of a magneto-
optical trapping (MOT), which results of the combination
of Doppler cooling techniques with the spatial confinement
potential due to the magnetic field. In the low density Doppler
model, the effective external force ~FMOT = −α~v − κ~r
depends on the experimental parameters κ = αµ/kL, which
represents the spring constant of the trap, and α, the friction
coefficient, given by α = −8h̄2s∆/Γ/(1 + 4∆2/Γ2). Here,
s = I0/Isat is the incident on-resonance saturation parameter
per beam, I0 is the incident laser intensity, Γ the natural
line width of the transition used in the cooling process and
∆ = ωL − ωa the frequency detuning between the laser
frequency ωL = kLc and the atomic transition frequency ωa.
The spring constant κ defines the natural time scale, the dipole

frequency ωD =
√
κ/M , where M represents the mass of a

single atom. The validity of this model is known to be limited
to only a moderate number of atoms (typically 105−106). For
larger number of atoms, additional forces need to be taken into
consideration. Therefore, the second force to be considered
is the shadow force, or absorption force, ~FA, and was first
discussed by Dalibard [4]. This is associated with the gradient
of the incident laser intensity due to laser absorption by the
atomic cloud. It is an attractive force which can be determined
by ∇ · ~FA = −σ2

LI0c
−1n(~r), where σL represents the laser

absorption cross section and n(~r) is the atom density profile.
The third force to be included in this model is the repulsive
force between the atoms due to the radiation pressure, ~FR, and
can be given by ∇· ~FR = σLσRI0c

−1n~r, where σR represents
the scattering cross section. This allows us to describe the
dynamics with an effective force ~FT = ~FMOT + ~Fc, where
~Fc = ~FA+ ~FR may be regarded as a collective self-consistent
force, which is given by∇· ~Fc = Qn, Q = σR(σL−σR)I0c.
Here Q stands for the effective charge and allows us to
regard the system of cold atoms as a one-component plasma,
confined in an external potential. The natural time scale
associated with this effective fluid description is given by the
generalized plasma frequency ωP =

√
Qn0/M , where n0 is

the unperturbed density profile, such that ∇· ~FT (n = n0) = 0.
By taking the zeroth and first order momenta in the Fokker-

Planck equation, we can write down the system of equations
that effectively describe an amount of cold atoms as a fluid,

∂n

∂t
+∇ · (n~v) = 0, (1)

∂~v

∂t
+ (~v · ∇)~v =

~FT
M
−
~∇P
Mn

, (2)

∇ · ~FT = Q(n− n0). (3)

This system has been also used by other authors to describe
Coulomb explosions in optical molasses [5]. The principal aim
of this work is to describe the coupling between the two time
scales given by ωD and ωP , which respectively represent the
typical time scales of the oscillations of the center-of-mass
and the acoustic waves that may be excited in the system.
To proceed with this task, we will use the linear response
theory techniques by separating each relevant physical quantity
into its equilibrium and perturbation components, such as
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n = n0 + ñ, ~v = ~v0 + δ~v, ~FT = ~FMOT + δ ~Fc. Setting
the equilibrium velocity field ~v0(t) = ~u0 sinωDt+ φ, basic
algebra calculations yield

∂2ñ

∂t2
+ n0

∂

∂t
∇ · δ~v + (4)

+~u0 · ∇
[
∂ñ

∂t
sin(ωDt+ φ) + ñωD cos(ωDt+ φ)

]
= 0,

where he have retained only the terms in first order of pertur-
bation. We will later devote some attention to the question of
how higher orders in the perturbative analysis could originate
qualitatively different results. In particular, we will explain the
origin of the saturation in the stability observed by di Stefano
et al. in Ref. [7]. One of the problems that may arise in this
effective model is concerned with the equation of state for
the hydrodynamical pressure P = P0 + P̃ . In the present
derivation, we will assume that the cloud of cold atoms is
described by adiabatic law P ∝ nγ , where γ represents the
adiabatic constant. Therefore, we can define the sound velocity
uS = γ P0

M for the equilibrium system. Regarding that the wave
number k of the sound waves is small enough compared to the
size of the system, such that it can be regarded as an infinite
medium, the following relation holds

∇2P̃

P0
≈ −γ k

2ñ

n0
. (5)

By putting eqs. (4)-(5) together, we should obtain

∂2ñ

∂t2
+ (ω2

P + u2
Sk

2)ñ+ (6)

+~u0 · ∇
[
∂ñ

∂t
sin(ωDt+ φ) + ωDt cos(ωDt+ φ)

]
= 0,

and assuming that ñ(~r, t) = B̃(~r)Ã(t), we may finally write

∂2Ã

∂τ2
+ [∆ + 2ε cos(2τ)] Ã+ 2ε sin(2τ)

∂Ã

∂τ
= 0, (7)

where we defined 2τ = ωDt+φ, ∆ = 4(ω2
P +u2

sk
2)/ω2

D and
ε = 2~u0 · ∇ ln B̃/ωD. Equation (7) belongs to the family of
Hill equations and is formally similar to the Mathieu equation,
whose properties are already well-known. The interest of
this work thus remain in the numerical exploration of the
homogeneous system in order to understand how to design
a feedback system to control the instabilities.

In order to conclude the discussion of the main features of
this model, we point out some remarks concerning the first
order perturbation used in its derivation. One of the reasons
for such an assumption has to deal with the approximation
of parabolic potential, related to the confinement force −k~r
discussed in the introduction. In that case, the linear response
theory holds. This obviously does not correspond to the exper-
imental reality, since the potential is not perfectly parabolic,
leading the instabilities to saturate, as observed in Ref. [7].
Such saturation would be explained by taking higher order of

-6 -4 -2 2 4 6
Ε
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2

4
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D

Fig. 1. Characteristic curves separating the stable and the unstable regimes
computed numerically by using the Floquet’s theory. The shadowed zones
correspond to the first three stable zones. The full lines repreent the π-periodic
solutions and the dashed lines represent the 2π-periodic ones.

perturbation in Eq. (7), which would introduce anharmonicity
to the system and thus an amplitude dependent frequency,
leading to the detuning between the natural and the forcing
frequencies, saturating the instability. For that reason, this
model illustrates the ”worse case scenario” of the instabilities
that may occur in a magneto-optical trap and so the design
of a robust control system may be required. In the future, we
may think of extending this techniques to saturated instabilities
which, under the experimental point of view, would represent
the more interesting problem.

III. STABILITY AND FREE RESPONSE OF THE
GENERALIZED MATHIEU EQUATION

By using the Floquet theory, it is possible to verify that
the general solution to eq. (7) is a linear combination of two
periodic functions, whose frequencies are given by ωD and
the imaginary part of the characteristic exponent, say γ [8].
Depending on the sign of the <(γ), one of the solutions is
either bounded or unbounded, and so defining the the stability
of the general solution. Therefore, if <[γ(ε,∆)] > 0 (< 0),
the system is said to be unstable (stable). In fig. (1) we plot
the first stability regions in the Strutt chart of (7), for the case
of π and 2π-periodic solutions.

Under the physical and experimental point of view, there
are three cases of major interest: (a) the wave frequency is
much lower than the dipole frequency, ∆� ωD; (b) the wave
and dipole frequencies have the same order of magnitude, ∆ ≈
ωD; and (c) the wave frequency is much higher than the dipole
frequency, ∆� ωD. However, given the nature of this work,
only one case may be enough to motivate a feedback control
problem, so we decide to explore the resonant case ∆ = 2.

IV. DESIGN OF A FEEDBACK CONTROL SYSTEM

Equation (7) does not envisage the usual PID methods [9]
used to control linear systems. Therefore, we should adopt
solutions which are typical of time-dependend or even nonlin-
ear analysis. Depending on the design goals, there are several
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Fig. 2. Time evolution (left) and phase-space portraits (right) of the stable
(bounded) solutions of Eq. (7) plotted for different stability zones. From top
to bottom: ∆ = 0.5, ε = 0.2; ∆ = 2.0, ε = 1.0; ∆ = 8.0, ε = 2.0.

Fig. 3. Unstable solution of eq. (7) ploted for ∆ = 2 and ε = 2.1.

formulations of the control problem. The tasks of stabilization,
tracking and disturbance rejection or attenuation (or even
combinations of them) lead to a large number of choices [12].
In each one, one may have a state feedback version where all
state variables can be measured or an output feedback version
where only few variables can be measured. Other solutions
are related rather with stochastic than deterministic methods,
like fuzzy-logic control [10]. In a typical control problem,
there are additional tasks for the design, like meeting certain
requirements on the transient response or certain constraints on
the control input, recurrently related to hardware or software
limitations. When model uncertainty is taken into account,
issues of sensitivity and robustness play an important role.

Therefore, the attempt to design a feedback control system to
cope with a wide range of uncertainty models leads to either
robust or adaptive control systems.

In this work, we will limit our discussion to the case of a
disturbance rejection problem. At the end of this section, we
devote some attention to the main reasons for that choice.

If we define the output vector x(τ) ≡ (x1(τ), x2(τ)) =
(Ã(τ), ˙̃A(τ)), we can rewrite (7) in the form

ẋ(τ) = A(τ) · x(τ), (8)

where A(τ) represents the matrix of the time-dependent
dynamical system

A(τ) =
[

0 1
−∆− 2ε cos(2τ) −2ε sin(2τ)

]
. (9)

The stabilization problem is generally given by

ẋ(τ) = f(τ,x,u), (10)

where u = g(τ,x) is the control law. Such a control law
is usually called ”static feedback”, because is memoryless in
respect to the state vector x. Sometimes u(τ − τ0) is a time-
delayed control function, since the attempt of designing a state
feedback control that depends on the measurement of a set
of output variables often introduces a certain delay τ0 on the
response [11]. In that cases, it is common to design a dynamic
feedback control u = g(τ,x, z), where z is the solution of a
dynamical system driven by x, given by ż = h(τ,x, z).

We are interested in a disturbance rejection problem, so
we should design a feedback control law u such that the
origin x = 0 is an asymptotically stable equilibrium point of
the closed-loop (10), regardless the fact that a more general
solution could be adopted to stabilize the system in respect to
an arbitrary steady-state point xss. Since the system is linear,
and assuming the possibility of making a continuos reading of
the state variables at each time τ , the closed-loop system can
be written in the form

ẋ(τ) = A(τ) · x(τ)−KB · x(τ − τ0), (11)

where the control law u = −Kx(τ−τ0) preserves the linearity
of the open-loop system. Here, B is a matrix of parameters.
In the case of no delay, τ0 = 0, we know that the origin is an
asymptotically stable point if, and only if, A−KB is Hurwitz,
i.e., if the real part of the ist eigenvalues are negative. For the
general case τ0 6= 0, we should use numerical calculations.

Although the parameters ∆ and ε are time independent,
it is expected that they contain a certain error, since they
depend upon the experimental conditions, in a more realistic
approach. Therefore, the robustness of the negative feedback
control system presented in (11) should be tested. For the
sake of illustration, in fig. (IV)we present several situation of
stabilization for an unstable solution of (7). First, we set either
the delay time τ0 and the errors associated to the parameters
to zero. Sencond, we assume the existence of a finite time-
delay in the response of the control law function. Finally, we
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Fig. 4. (Color Online) Examples of control of the unbounded solution
presented in fig. (3). Solutions obtained in the time domain (left) and in
the phase-space domain (right) for five different orbits. From top to bottom:
Simple negative feedback; negative feedback with time delay of τ0 = 0.3,
and negative feedback with gaussian noise (σ∆ = 2, σε = 2).

assume that the errors on the parameters follow a gaussian
distribution with zero mean value and variances σ∆ and σε.

In the case where τ0 = 0 and σ∆ = σε = 0, the
unstable solution of the open-loop system is stabilized at the
origin, without exhibiting any transient regime. In the second
stabilization scheme, the time delay is set to 0.3, the solution
tends to zero after a transient regime around τtrans = 20.
In the last case, we can observe that the introduction of a
bandwidth of σ∆ = σε = 2 in the parametric noise lead to
a quasi-periodic stable solution, in opposition to the previous
situations. However, because our aim is to avoid the occurrence
of instabilities rather than zero-point stabilization, the later
simulation suggests that this control system is robust to the
noise.

We have restricted our discussion to the disturbance rejec-
tion problem for reasons that have to deal with the experimen-
tal conditions. In a typical MOT experiment, we are interested
in cooling down the atoms, by decreasing their kinetic energy
to zero. Instabilities obviously bring the system out of such
configuration, preventing the atoms to be cooled and trapped.
The design of a control system based on a defined steady-
state configuration would also lead to similar results, since
the disturbance rejection problem is only a particular case of
the later.

V. CONCLUSION

The description of a cold Bose gas with a set of effective
fluid equations opens place to the occurrence of plasma-like
waves. Because of the trapping used in the typical experi-
mental setups, the system oscillates at the dipole frequency,
which is roughly defined by the magnetic field conditions.
In such conditions, it is possible to predict the couple be-
tween the waves and the dipole oscillations. This system of
coupled modes is described by a time-dependent model that
generalizes the well-known Mathieu equation. It is shown that
this equation exhibits unstable solutions, which may result
in a source of instabilities that should be stabilized in the
context of experimental work. Hence, the design of a negative
feedback control system is of great interest. In the present
work, we show that a simple time-dependent control law, based
on the measurement of the open-loop state variables, should
be considered as an efficient way of stabilizing the system.
We purpose an extension of the usual techniques in control
of linear time-dependent systems by including delaying and
noise in the response functions.
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Abstract— Ultrasonic sensors are ideal for non-destructive 

testing due to its many advantages over conventional sensors. Oil 
and gas pipelines are an area which uses ultrasonic sensors for 
monitoring and detecting the presence corrosion and defects. The 
proposed techniques ultimately aims at providing a continuous 
monitoring system using an array of ultrasonic sensors 
strategically positioned on the surface of the pipeline to predict 
the occurrence of defects rather than just monitoring. The 
sensors used are piezoelectric ultrasonic sensors. The raw sensor 
signal will be first processed using the Discrete Wavelet 
Transform (DWT) as a feature extractor and then classified 
using the powerful learning machine called the Support Vector 
Machine (SVM). Preliminary tests show that the sensors can 
detect the presence of wall thinning in a steel pipe by classifying 
the attenuation and frequency changes of the propagating lamb 
waves. The SVM algorithm was able to classify the signals as 
abnormal in the presence of wall thinning. 

Key-Word- Ultrasonic Sensor, Pipeline, Support Vector 
Machines, Discrete wavelet transform 

I. INTRODUCTION  
Ultrasonic waves have been used in detecting defects in pipes, 
tubes and metal plates in many applications [1][2]. In the area 
of oil and gas pipelines, ultrasonic sensors are incorporated in 
many commercial products for monitoring corrosion and 
defects [3]. Ultrasonic waves propagate through the pipeline 
as Lamb waves thus picking up critical information on the 
condition of the pipe. Ultrasonic sensors enable detection 
without any contact with the object regardless of its material, 
nature, color and degree of transparency. The advantages of 
ultrasound detection include: 
• No physical contact with the object to be detected, 

therefore, no wear and detection possible of fragile or 
freshly painted objects, etc. 

• Detection of any material, irrespective of color, at the 
same distance, without adjustment or correction factor. 

• Very good resistance to industrial environments (robust 
products entirely encapsulated in resin). Tough 
environments such as fumes, dust, noisy. 

• Solid-state units: no moving parts in the sensor, therefore, 
service life independent of the number of operating 
cycles. 

 

Currently, an established form of pipeline inspection uses 
smart pigs in a process called pigging [4]. These smart pigs 
travel within the pipeline recording critical information like 
corrosion levels, cracks and structural defects using its 
numerous sensors. Pigs can give pinpoint information on the 
location of defects using techniques like magnetic flux leakage 
and ultrasonic detection [5]. However, using smart pigs in 
pipeline inspection has a few disadvantages. The cost of 
implementing a pigging system can be expensive. More 
importantly, pigs measure the pipeline condition only at the 
instance it is deployed and does not provide continuous 
measurements over time. The proposed techniques aim at 
providing a continuous monitoring system using an array of 
different sensors strategically positioned on the external 
surface of the pipeline. The raw sensor signal will be first 
processed using the Discrete Wavelet Transform (DWT) and 
then classified using the powerful learning algorithm called 
the Support Vector Machines (SVM). 
      The DWT is used here as a feature extraction tool in order 
to single out any unique features in the sensor data. A useful 
property of the DWT is that it compresses signals and by 
doing so, it has the tendency to eliminate high frequency 
noise. The DWT is used here to eliminate noise in the sensor 
signals and also to compress large amounts of real-time sensor 
data for faster processing. The compressed data or the DWT 
coefficients are then used as inputs to the SVM classifier, 
which will fuse the different sensor data together and then 
perform the classification task. The SVM has been widely 
used lately for numerous applications due to its excellent 
generalization ability with small training samples. The SVM 
will be trained with normal and simulated defect conditions 
using an experimental pipeline rig in the laboratory. 
 

II BACKGROUND 

A. Support Vector Machines  
SVM functions by creating a hyperplane that separates a 

set of data containing two classes. According to the SRM 
principle, there will just be one optimal hyperplane, which has 
the maximum distance (called maximum margin) to the 
closest data points of each class as shown in Fig. 1[6]. These 
points, closest to the optimal hyperplane, are called Support 
Vectors (SV). The hyperplane is defined by the equation      
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by minimizing (1). 

                      ½ ||w||2                                                 (1) 
 
 
 
 
 
 
 
 
 

Fig. 1: Optimal Hyperplane and maximum margin for a two class data. 

 
The Optimal Separating Hyperplane can thus be found by 

minimizing Eq. (1) under the constraint Eq.(2) that the 
training data is correctly separated  [7]. 

 
       yi.(xi.w + b) ≥ 1 , ∀ i                               (2) 
 

The concept of the Optimal Separating Hyperplane can be 
generalized for the non-separable case by introducing a cost 
for violating the separation constraints Eq.(2). This can be 
done by introducing positive slack variables ξi in constraints 
Eq.(2), which then become: 

 
        yi.(xi.w + b) ≥ 1 - ξi , ∀ i                        (3) 
 

If an error occurs, the corresponding ξi must exceed unity, 
so Σi ξi is an upper bound for the number of classification 
errors. Hence a logical way to assign an extra cost for errors is 
to change the objective function Eq.(1) to be minimized into: 

 
min { ½ ||w||² + C. (Σi ξi ) }                           (4) 

 
C is a tuning parameter which allows the user to control 

the trade off between maximizing the margin (first term in the 
objective) and classifying the training set without error. 
Minimizing Eq.(4) under constraint in Eq.(3) gives the 
Generalized Optimal Separating Hyperplane. This is a 
Quadratic Programming (QP) problem which can be solved 
here using the method of Lagrange multipliers [8]. 

After performing the required calculations [7], [9], the QP 
problem can be solved by finding the LaGrange multipliers, 
αi, that maximizes the objective function in Eq.(5), 

 
                                                

(5) 
 Since 

the input vectors enter the dual only in form of dot products 
the algorithm can be generalized to non-linear classification 
by mapping the input data into a high dimensional feature 
space via an a priori chosen non-linear mapping function Φ . 
Constructing a separating hyperplane in this feature space 
leads to a non-linear decision boundary in the input space. 
Expensive calculation of dot products in a high-dimensional 
space can be avoided by introducing a kernel function, K in 
Eq. (6). 

       
( ) )()(, jiji xxxxK Φ⋅Φ=                                     (6) 

 
By introducing the kernel function, it is not necessary to 

explicitly know Ф(.). So that the optimization problem in 
Eq.(5) can be translated directly to the more general kernel 
version in Eq. (7), 

                                
       (7) 
            

subject to .  
 

 
The equation for the indicator function, used to classify 

new data (from sensors) is given in Eq.(11) where the new 
data z is classified as class 1 if i>0, and as class 2 if i <0 [10]. 

 
(8)                   

 
 

Note that the summation is not actually performed over all 
training data but rather over the support vectors, because only 
for them do the Lagrange multipliers differ from zero. Fig. 2 
illustrates the SVM data flow, from input data point to the 
final decision value [11]. 
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Fig 2: Diagram of SVM data flow 

 
As such, using the support vector machine we will have 

good generalization and this will enable an efficient and 
accurate classification of the sensor signals. It is this excellent 
generalization that we look for when analyzing sensor signals 
due to the small samples of actual defect data obtainable from 
field studies. In this work, we simulate the abnormal condition 
and therefore introduce an artificial condition not found in real 
lie applications.  

B. Discrete Wavelet Transform 

A discrete wavelet transform (DWT) is basically a wavelet 
transform for which the wavelets are sampled in discrete time. 
The DWT of a signal x is calculated by passing it through a 
series of filters. First the samples are passed through a low 
pass filter with impulse response g, resulting in a convolution 
of the two (9). The signal is also decomposed simultaneously 
using a high-pass filter h (10). 

                                                       
            (9)                                                                                                                          

 

                                                                               
                            (10) 

 

The output of the equations 9 and 10 gives the detail 
coefficients (from the high-pass filter) and approximation 
coefficients (from the low-pass). It is important that the two 
filters are related to each other for efficient computation and 
they are known as a quadrature mirror filter [12]. 

However, since half the frequencies of the signal have now 
been removed, half the samples can be discarded according to 
Nyquist’s rule. The filter outputs are then down sampled by 2 
as illustrated in Fig. 3. This decomposition has halved the time 
resolution since only half of each filter output characterizes 
the signal. However, each output has half the frequency band 

of the input so the frequency resolution has been doubled. The 
coefficients are used as inputs to the SVM [13]. 

 Fig. 3: DWT filter decomposition 

 

C.  Corrosion Measurement 
A pipe failure and leakage of crude oil in Winchester, 

Kentucky on January 2000, was one of the biggest accidents 
that occurred and it incurred the owner Marathon Ashland 
Pipe Line LLC a clean up cost of $7.1 million. The crack was 
due to a small dent in the pipe that might have been caused by 
stone particles flowing along the path, in addition to the 
fluctuating pressure of the pipe wall [14]. An example of such 
a failure is shown in Fig. 4. 

 
 
 
 
 
 
 

Fig. 4: The rapture pipe due to fatigue cracking [14]. 

 
Wall thinning, a common occurrence in the oil piping 

industry, is characterized by metal loss caused by surface 
erosion due to high temperature, high pressure and high 
flowing velocity of the flowing commodity [15]. The pipes are 
also subjected to combined loading by internal pressure, 
bending moment, and longitudinal forces. The internal wall 
thinning of a pipe cannot be observed from the outside of the 
pipe, hence a method of condition monitoring using ultrasonic 
waves as a non-destructive test of the metal loss can help to 
determine when the pipe may be at risk for leaks or failure. 
Ultrasonic sensor enables detection without any contact with 
the object regardless of its material, nature, color and degree 
of transparency.  

The detection technology used here lies within the 
concepts of nonlinear acoustics. This basically states that 
when sound waves travels through a material, frequency and 
attenuation changes occur to the sound waves. The changes in 
the frequency and amplitude must be detected and analyzed to 
give precise information on the state of the material. 
Ultrasonic transmitters can be used to send ultrasonic waves 
and ultrasonic receivers can be used to detect the propagating 
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waves. These sensors are very accurate as they can produce 
and detects high frequency sound wave based on 
Piezoelectricity [16]. Piezoelectric transducers have solid-state 
pressure sensitive elements that will expand and contract in 
step with input signals. 
Demma [17] examined the effect of defect size with frequency 
on the reflection from notches and was able to show the 
relation between the value of reflection coefficient and the 
defect sizing. The cylindrical ultrasonic waves propagate 
along the pipe and are partially reflected when met with 
defects thus providing a fast screening technique to determine 
the presence of defects. Similar results and observation are 
recorded by Lin [18] by using guided waves and 
electromagnetic acoustic transducers (EMATs) to measure the 
wall thickness precisely. Wave propagation is performed for a 
specimen with thickness of 10mm, where different artificial 
defects are introduced to model local wall thinning. As shown 
in Fig.5, when transmitted waves impinge the wall thinning, 
they are reflected and the intensity of the reflected waves 
varies. 

Fig. 5: The energy carried by the transmitted waves passes through the 
wall thinning and some reflected back as echoes. [18] 

 
It is therefore a well known phenomenon, both 

theoretically and experimentally that defects in pipes can be 
detected by ultrasonic transducers [15].    

III METHODOLOGY 
This section details the experimental setup that will be 

used to simulate pipeline conditions and also defect 
conditions. The aim is to create a scaled downed version of an 
actual section of pipeline in the laboratory using commonly 
available materials. Fig. 6 shows the experimental setup. A 
motor pump is used to pump hydraulic oil in the reservoir 
through the pipeline section. A flow rate of around 5 m3/h was 
achieved through a 1 m section of pipe (outer diameter of 
48.30 mm and inner diameter of 42 mm). Two experiments 
will be carried out. The first experiment is to compare a 
defective pipe and a normal pipe.  

 
 

 
 

Fig. 6: Pipeline Experimental Setup. 

 
A lathe is used to clear an area of 1mm wide and 1mm 

deep all around the circumference at the inner surface of the 
pipe. This is to simulate a crack or corrosion at the inner 
surface of the pipe. An ultrasonic transmitter is used to 
transmit a signal across the flowing pipe and through the 
defect area to see changes in the ultrasound signal. Ultrasonic 
receivers, placed at the other end of the pipe, will be able to 
pick-up the waveform that is vibrating in the pipe and can be 
used to monitor the condition of the pipe. The changes in the 
ultrasound signal will be used to determine the presence of 
any defects. The experiment was repeated on a pipe without 
any defects. 

Ultrasonic sensors used are Murata analogue ultrasonic 
sensors which is an open structure type of sensor that has a 
range of up to 6 m and they will be attached to the outer 
surface of the pipe using epoxy. MA40B8S have the nominal 
frequency of 40 kHz with the maximum input voltage of 40V 
peak to peak. The stationary sensors can avoid any disturbance 
from the environment and will be able to transmit ultrasound 
along the length of the pipe by ringing the surface of 
galvanized steel pipe.  

The second experiment is to simulate progressive defects 
or corrosion as seen in real pipelines. Therefore, a simulation 
was carried out to corrode the interior of the test pipe. In order 
to perform this, the test pipe is removed from the setup.  
Stones and rocks of different sizes are passed through the pipe 
for 5 hours a day to speed up the corrosion process. This is 
done by recycling stones and rocks by using a conveyor belt 
and clamping the pipe vertically. This process is repeated 
daily in order to cause random metal loss in the interior of the 
pipe.  

 
IV RESULTS 

The results of from the experimental rig will ultimately be 
used to ascertain whether SVM can detect the presence of 
cracks and whether DWT helps in the decision making. DWT 
is performed on raw time domain samples and the coefficients 
of the resulting DWT are inputted into the SVM for 
classification. Various wavelets can be tested including the 
Haar and Daubechies wavelets. A popular SVM algorithm 
called LIBSVM [19] is used to perform the SVM calculation. 
LIBSVM includes for kernel functions: linear, polynomial, 
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radial basis function (RBF), and sigmoid. To train an SVM, 
the user must select the proper C value as well as any required 
kernel parameters.  

Time domain samples before and after the defect area are 
first broken down into frames where the number of samples 
within the frame is a variable. Each frame will represent one 
instance or sample needed for the SVM and the frame size is 
the number of attributes or dimensions.  Table 1 show the 
results of the first experiment where the SVM accuracy is 
shown as a percentage. The signals are decomposed into two 
frame sizes, 25 and 50 and inputted into the LIBSVM 
algorithm.  10,000 data points from the defective pipe and 
10,000 data points from the normal pipe are used to obtain the 
results. This is therefore is a binary classification problem 
where the two classes are defective and non-defective.  

 

Table 1: Classification accuracy (%) for pipeline data using LIBSVM for 
various kernel functions.  

Frame Size 
Wavelet Kernel 

Func.     25    50 

Poly 73.68 67.74 

RBF 75.44 70.97 - 

Sig 73.68 67.74 

Poly 83.87 61.11 

RBF 80.64 72.22 DB2 

Sig 80.64 61.11 

Poly 89.65 75.00 

RBF 89.65 75.00 Haar 

Sig 86.21 75.00 

 

As can be seen from Table 1, the smaller frame size 
provides better classification accuracy than the bigger frame 
size. The radial basis function (RBF) kernel shows the highest 
classification rates among the kernel functions tested. The 
Haar wavelet also shows better classification accuracy as 
compared to the DB2 wavelet. Fig. 7 shows the results of the 
second experiment where the defects are progressively 
increased over time.  The results shown are taken at weekly 
intervals with results for 5 weeks shown.  

 

 

 
 
 
 
 

 
 

Figure 7: SVM lassification accuracy as defect size increased over time. 

 

As can be seen from the data from Fig 7, as the defects are 
increased over time, the SVM classification accuracy 
decreases. This trend can be used to predict the occurrence of 
defects.  

CONCLUSION 
Monitoring hundreds of kilometers of pipelines is a 

difficult task due to the high number of unpredictable 
variables involved. Rapidly changing weather conditions, 
pressure changes and erosion due to gas or oil flow and 
ground movement are a few variables that can have direct 
impact on the pipelines. There variables can cause defects like 
corrosion, dents and cracks which will lead to loss of the 
valuable commodity and not to mention the series affects on 
the surrounding environment. 

The use of an array of sensors with help of support vector 
machine processing intends to solve these problems in two 
ways. Firstly the array of sensors provides a continuous 
monitoring platform along the entire distance of the pipeline. 
Secondly the use of artificial intelligence tools like support 
vector machines, makes it possible to monitor and ultimately 
predict the occurrence of defects. Support vector machines are 
ideal for applications like these where there are high number 
of dimensions of data (sensors) and also the small number of 
samples for defect scenarios. SVM have been used widely in 
many such applications and has provided excellent 
generalization performance.  

An experimental miniature pipeline rig provided the 
setting to examine the initial performance of the SVM on 
pipeline-like data. For now, no correlation study is made 
between the simulated and real situation.  Ultrasonic sensors 
were used and the corrosion defect was simulated using 
human manipulation. The results of the first experiment 
showed good performance by the SVM using an RBF kernel 
function. Results with other kernels indicate that these other 
kernels do not accurately represent the inner product of feature 
vectors of that data set. The use of DWT further improved the 
performance of the SVM accuracy to 89.65%. This is due to 
the DWT compressing the data and filtering away unwanted 
noise from the high frequency acoustic signals. The second 
experiment show that as the defects are increased, the SVM 
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classification accuracy decreases. The reason for this is that 
the signal attenuation and phase are changing as the defects 
are increased. So the ultrasonic signals are looking more and 
more dissimilar to that of the pipe at the beginning causing the 
SVM algorithm to classify more points to the defective class.  

The conclusion is reached that a combination DWT and 
SVM algorithm can predict, to a high accuracy the presence of 
defects and also progressive defects in small pipes. The results 
of this paper will be used in future research where multiple 
sensors resulting in multiple time series signals need to be 
analyzed on bigger diameter pipes. Multiple defect scenarios 
will also be studied resulting in multiclass classification 
problems. The ultimate aim of the research will be to predict 
defects before they occurs thereby conserving the precious 
commodity and environment. 
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Abstract—In this paper, the problem of system identification
using chaotic symbolic sequence is presented. We will consider the
parameter estimation of linear moving average systems driven by
chaotic sequences and formulate it as a semiblind identification
scheme. The only knowledge that needs to be assumed at the
estimator is about the dynamics of underlying chaotic system that
generates the input sequence. To implement this estimator, we
utilize expectation maximization (EM) algorithm. The sufficient
statistics in the E-step is obtained with an unscented Kalman
smoother (UKS). This intermediate step in system identification
has similarity with chaos synchronization and hence we extend
this idea to the synchronization of two chaotic systems under
multipath. The estimation and synchronization performance of
the proposed algorithm is evaluated using computer simulations.

I. INTRODUCTION

Chaotic sequences have found many applications in se-
cure communications, cryptography and digital watermarking
due its wide–band nature. Synchronization of chaotic sys-
tems/maps is the backbone of many of these methods. The
objective of any chaotic synchronization scheme is to get the
trajectories of two systems with arbitrary initial conditions
close to each other. Following the drive−response system
suggested by Pecora and Carrol [1], various schemes have been
proposed for the synchronization of chaotic systems [2]–[6].
One of the key issues in chaos synchronization is the presence
of channel noise. Although many od these schemes can
result in an acceptable level of synchronization, intermittent
bursts of desynchronization is observed when channel noise is
present [7]. A detailed account of the effect of the noise on
synchronization is presented in [8]–[10]. One of the solutions
suggested to synchronize chaotic systems when there is noise
is the Kalman filter and its variants. Extended Kalman filter
(EKF) has been shown to be successful in synchronizing
chaotic systems/maps in stochastic environments. This ability
of the EKF initiated a significant research interest [11], [12].
The EKF based scheme can be considered as a scheme which
is capable of estimating the coupling strengths adaptively.
Similarly, other variants of Kalman filters are also studied for
chaotic synchronization hoping to improve the approximation
errors introduced by EKF [13], [14].

Perturbation signal design for linear system identification is
one of the key task [15]. For the persistent excitation, the input
signal should have an impulse like auto correlation function.

Filtered Gaussian noise is widely used as input sequence for
system identification [16]. Random binary sequence, espe-
cially pseudo-random binary sequence (PRBS) are used as the
input signal for system identification since it has desirable crest
factor1. Chaos has been found to be an effective way to drive
linear system for identification [17]–[19]. Chaotic time series
is characterized by its noise like appearance and wide-band
spectrum. Unlike white Gaussian noise, chaotic sequences are
deterministic. It has been shown that the chaotic dynamics can
act as a source of information and thus these sequences can
be used as an alternative to the pseudo random noise signal.
Chaotic sequences can be used either as an un–quantized
sequence (i.e. the chaotic numeric sequences) or as chaotic
symbolic sequences (Symbolic dynamics (SD) is the coarse-
grain description of the chaotic dynamics and has been used
for the analysis of chaotic systems/maps [20]). In any case,
the potential of chaotic sequence for system identification still
remain unexplored by the industry to a large extent. We believe
it is due to the sensitive dependence of chaotic systems on
its initial conditions and the difficulty in synchronizing noisy
chaotic signals.

The method proposed in this paper attacks the problem of
system identification and synchronization in a single frame-
work. We formulate a semiblind system identification method
which can be used for the synchronization of two chaotic
systems. In system identification literature, semiblind estima-
tion is used to emphasis that the estimator has only partial
knowledge about the input signal. For example, in this case,
only the dynamics of the chaotic that generates the input
sequence is available at the estimator. We formulate the sys-
tem identification problem as maximum likelihood estimation
(MLE). Expectation maximization (EM) [21] is used for the
recursive implementation of the MLE. Since the dynamics
that generate perturbation signal is highly nonlinear, we use
unscented Kalman smoother (UKS) for obtaining sufficient
statistics in the expectation step (E-Step). This situation is
very similar to the chaotic synchronization methods, where
a estimate of the trajectory that generated the observation
is estimated from the received signals. Thus, the problem is
formulated as a joint estimation and synchronization problem,
where we will estimate the channel coefficient and recover the

1Crest factor is the ratio of the peak value of a signal to its root mean
square value. A lower crest factor represent more effective energy transfer to
the system which results in enhanced signal to noise ratio.
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transmitted chaotic trajectories recursively.
The current work is a continuation of the EM-EKS (ex-

tended Kalman smoother) based system identification pre-
sented in Ref. [22]. Though the proposed estimator is not
restricted to any particular class of linear systems, we adopt
a generic FIR system for simulation and performance com-
parison. For the second case, we run numerical simulations
to study the estimation and synchronization performance. We
have found that the performance of the proposed scheme is
noticeable even at low SNR values. The rest of this paper is
organized as follows. In section II, the problem of semi-blind
identification is formulated for linear systems. We provide the
numerical simulation results in section III. Finally, conclusions
are drawn in section IV.

II. PROBLEM FORMULATION

A. Parameter Estimation and Synchronization

We will consider a situation where a linear system excited
by a chaotic sequence zn and it could be a chaotic numerical
sequence cn or a chaotic symbolic sequence sn. We observe
the output of the system which is corrupted by noise. i.e.

yn = hT zn + wn. (1)

where zn = [zn, . . . , zn−p+1] is the input to the system with
h = [h1, . . . , hp] and wn is zero mean additive white Gaussian
noise with variance σ2

w. The sequence cn, n = 1, . . . , N with
N as the total length of the input sequence is obtained by

cn+1 = f(cn, η) (2)

where f(cn, η) is a chaotic function parameterized on η. The
symbolic sequence sn is generated by

sn = g(cn) =
{

+1 if cn ≥ η
−1 otherwise (3)

We need to estimate h by using only the observations
and knowledge about the chaotic generator. Since we assume
that the dynamics of the sequence generator is available, this
method falls under semiblind identification. In our formula-
tion, if the initial condition of the chaotic generator, c0, is
known the entire symbolic sequence can be reconstructed. This
step has similarities with chaotic synchronization where the
trajectories of one system are forced to follow the other. i.e
the mean square of the error

en = cn − ĉn, (4)

should be minimal(ĉn is the estimated chaotic sequence).
The estimation problem becomes estimating h and σ2

w in
addition to the initial condition. Let θ = {c0, σ2

w,h} are the
set of parameters we need to estimate. This procedure can be
treated as a batch approach for joint parameter estimation and
synchronization.

B. The Proposed EM-UKS Estimator

In this section we formulate EM-UKS algorithm for system
identification. EM is a standard tool for iterative maximum
likelihood estimation [23]. It is a two stage algorithm which
involves an expectation step (E–Step) and a maximization
step (M-Step) in each iteration. After randomly initializing
the unknown parameters, the algorithm performs E–Step using
the current parameter estimates and M–Step by maximizing
the expectation. In the next subsection, these two steps are
explained.

1) E-Step: In the EM algorithm, missing variables are in-
troduced as a part of the estimation process. In certain situation
this variable is introduces as an artifact to make the problem
tractable. In many other situations, this missing variable will
be a part of the estimation problem [23]. In our problem, the
state variables of the chaotic system are unobserved and it
will naturally become the missing variable. We formulate an
augmented state space model for our application. The three
unknowns (θ) we try to estimate here is h, σ2

w and c0. We
form the state vector zn = [zn, zn−1, . . . , zn−(p−1)] which is
the missing variable and has the dynamics

zn+1 =
[
f(zn)

0

]
+
[

0 0
Ip−1 0

]
zn (5)

where Ip−1 is an identity matrix of order p − 1. In the E–
Step we construct the complete statistics, P(Z,y) ,with hidden
variable Z = [z1, . . . , zN ] which is an estimate of cn and
observances y = [y1, . . . , yN ]. Then the probability density
function is given by

P (Z,y) = P(z1)
N∏

n=2

P (yn|zn) , (6)

since due to the deterministic nature, P (zn+1|zn) = 1. We
have

P(z1) = N (0, σ2
cI)

P (yn|zn) = N (hT zn, σ
2
w) (7)

Once this is obtained, the next step is to get the expectation
Q as

Q = E [L(Z,y))|y,θ]

= −1
2

ln(2πσ2
c )− N

2
ln(2πσ2

w)− 1
2σ2

c

E
[
x2

1|y,θ
]

−
N∑

n=1

y2
n − 2

N∑

n=1

ynhTE [zn|y,θ]

+
N∑

n=1

hTE
[
znzT

n |y,θ
]
h. (8)

In order to compute the above expectation, we need to find
the individual expectations

xs
n = E[zn|y,θ]

Ps
n = E[znzT

n |y,θ] (9)

A smoother can give these individual expectation values. Since
the sequence generated from a nonlinear system, Unscented
Kalman Smother (UKS) is used for its advantage over the

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

165



3

traditional EKS [24]. We use UKS based on the Rauch–Tung–
Striebel smoothing [25].

2) M-Step: In the M-Step, we use the result from the
previous steps to do the maximization using the following
steps.

ĥ =

[
N∑

n=1

Ps
n

]−1 N∑

n=1

ynxs
n

σ̂2
w =

1
N

N∑

n=1

(yn − ĥT xs
n)

σ̂c = cs0 (10)

These results are used in the next E–Step. This process is
repeated until the iterations converge. The schematic of the
proposed method is shown in figure 1.

cn+1 = f (cn)

sn = g(cn)

s1, . . . , sN

yn = h
T
sn + wn EM-UKS

y1, . . . , yN ĥ

Fig. 1. Parameter estimation of a linear system using EM-UKS.

One of the motivations for this work is the interplay between
the E–step and M–step. In the E–step, it is assumed that the
estimated parameters are true and is used to obtain a smooth
estimate of the state of the chaotic map from the observations.
This is essentially similar to synchronization method where,
system trajectories are estimated from observations. Once
the smoothed states are obtained, this will be used for the
parameter estimation. Thus, the overall procedure results in
synchronized trajectories once the algorithm is converged.

III. RESULTS AND DISCUSSION

In this section, we will discuss the result of the numerical
simulations. The chaotic map we used for all the simulation
is given by

cn+1 =
γcn(1− c2n)

1 + ρc2n
(11)

where γ = 5 and ρ = 2. The chaotic attractor of the map is
shown in Fig. 2. We set the threshold value η = 0. We analyze
the parameter estimation as well as synchronization qualities
of the proposed method.

A. Performance of the Proposed System on Parameter Esti-
mation

For the analysis, we define the estimation error in the linear
channel h, MSEh as

MSEh =
1
N

N∑

i=1

||h− ĥ||
P

(12)

where N is the number of iteration carried out in each SNR
values2. We compare this with both filtered Gaussian noise
and PRBS based non–blind identification systems.

2Here, the SNR is defined as the power of the signal after threshold
operation divided the power of the noise. This is identical to the typical
formulation communication systems.

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

c
n
−

1

cn

Fig. 2. Original Attractor.

We consider the system identification problem in a general
settings with FIR coefficients h = [1, 0.6, 0.3]. We run nu-
merical simulations to study the effectiveness of the proposed
scheme. MSEh is calculated according to Eq. (12) with N =
16. The result is plotted in figure 3. For comparison purpose,
we have also plotted the non–blind identification schemes
based on the white Gaussian noise and PRBS. Clearly, chaotic
symbolic sequence based estimation scheme closely follows
the training sequence based non–blind identification scheme at
all SNR values. Compared to the chaotic numeric sequence,
it is clearly an advantage. We will see the reason for this
in the next subsection when we study the synchronization
performance.
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M
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h

 

 
EM−UKS −− Symbolic Sequence
Gaussian numerical sequence
PRBS
EM−UKS −− Numerical Sequence

Fig. 3. SNR vs MSEh.

As we know from general statical signal processing, it is
desirable to have a large number of observations to improve
the accuracy of the estimate. Next, we will study the effect
of the number of sample N on the MSE performance. Figure
4 shows relationship between the length of the observations
and MSEh. We change the value of N from 16 to 512 by
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keeping channel noise at 20dB. For both chaotic symbolic
and numerical sequences, the dependence of MSE on N
is obvious. The chaotic symbolic sequence outperforms the
numerical sequence in all the SNR values. Also, the rate of
decrease in MSE is more prominent in the case of the symbolic
sequence based identification. Since the increase in N increase
the computational complexity, this information can be used for
designing the receiver.

16 32 64 128 256 512
−50

−45

−40

−35

−30

−25

Length (N)

M
S
E

h

 

 
EM-UKS – Symbolic Sequences
EM-UKS – Numeric Sequence

Fig. 4. Length vs MSEh.

As an iterative algorithm, computational power requirement
for EM algorithm is very high. It is desirable to achieve
convergence with minimum iterations. To study effect of noise
on the convergence of the EM algorithm, we consider two
SNR values and performed a number simulations. The number
of iterations required for convergence is plotted as histogram
in figures 5 and 6. It can be seen that there is a strong
dependency on the convergence of EM-UKS and noise. For
chaotic symbolic sequences, at 20dB most of the iterations
converge within seven or eight iterations while at 10dB EM-
UKS takes at least 8 iterations. We observe few simulations
takes close to 30 iterations to converge. Similar observations
are made on the chaotic numeric sequence; however, com-
pared to chaotic symbolic sequence it takes more number of
iterations to converge. From all these studies, we can see that
chaotic symbolic sequence based system identification scheme
has very attractive performance measures despite the heavy
computational load.

B. Performance of the Proposed System on Chaotic Synchro-
nization

In this section we present the results of the proposed
technique for the synchronization of chaotic sequences. We
will start the analysis with un–quantized chaotic sequence. We
consider a situation where, strong multipath and channel noise
exists. We use the same channel as in the previous section
for these simulations. The state space of the received signal
(when the channel noise is 10dB) is given figure 7 and the
corresponding reconstructed state–space is shown in figure 8.
Clearly, even at 10dB noise, the attractor of the chaotic system
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Fig. 5. Histogram of number of iterations taken for convergence: (a) 20dB
and (b) 10dB.
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Fig. 6. Histogram of number of iterations taken for convergence: (a) 20dB
and (b) 10dB.

is reconstructed very closely to the original one. For the higher
SNR, qualitatively, the reconstructed attractor matches closely
with the original one (figure 9). The original, received and
reconstructed waveforms, when the channel noise is 10dB are
shown in figure 10. We have observed no transient in our
simulations which implies a quick synchronization.

Next, we will study when symbolic sequences are used
for the transmission. From figure 11, we can see that the
estimated and original sequence does not follow one to one.
This is due to the approximation we used in the execration
step. i.e. instead of finding the exact trajectory, its coarse
representation estimated. Figure 12 shows the original and
estimated symbolic sequences. The estimated symbolic se-
quence closely follows the corresponding symbolic sequence
entering the channel. This method can be used with other
symbolic sequence based synchronization schemes [26] in
order to estimate the corresponding numeric sequence.
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Fig. 7. State–space of the received signal when the channel noise is 10dB.
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Fig. 8. Recovered state–space when the channel noise is 10dB.
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Fig. 9. Recovered state–space when the channel noise is 20dB.
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Fig. 10. Portion of the original, received, and recovered signals: Chaotic
numeric sequence with channel noise 10dB.
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Fig. 11. Portion of the original, transmitted, and recovered signals: Chaotic
symbolic sequence with channel noise 10dB.
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Fig. 12. Original and estimated symbolic sequence with channel noise 10dB.

IV. CONCLUSION

In this paper, the problem of chaotic synchronization is for-
mulated as joint estimation and synchronization. By combining
EM with UKS we form EM–UKS estimator for system identi-
fication. With this, the E–step acts as synchronization step and
M–step acts as parameter estimation step. We compared the
estimation and synchronization performance using numerical
simulations. We found that the estimation performance of the

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

168



6

proposed system is close to training based Gaussian white
noise and PRBS in all SNRs when symbolic sequence is used.
Similarly, at low and high SNRs, the proposed scheme was
able to synchronize well.
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Abstract— In this paper we present how to design very large 
scale oscillatory nonlinear mappings by using orthogonal filters 
which, due to spectrum based information processing, can be 
seen as implementations of holographic-like structures. 

Keywords— nonlinear mappings, oscilatory neural networks 

 

I. INTRODUCTION  
A number of experiments show that some cognitive 

functions of biological brains could be seen as holographic 
processes (see for example [1]). Hence, we believe that 
biologically motivated structures of artificial neural networks 
cannot rely on dissipative dynamical networks, with their 
different type of attractors, (e.g. chaotic attractors) or on 
multilayer feedforward neural networks trained by 
backpropagation algorithms. It seems that, at least for very 
large scale associative memories needed to implement 
cognition functions in great projects like Ersatz-Brain [2] and 
Cognitive Memory [3], the types of neural networks 
mentioned above are not adequate, as the attractor objects are 
too ‘fragile”. Moreover, multilayer neural networks, seen as 
implementations of nonlinear mappings, are not suitable for 
large scale problems. It is, however, worth noting, that the 
implementation of nonlinear mappings proposed in [4] and 
known as Regularized Least Squares Classification (RLSC), 
could be used for realization of very large scale associative 
memories. Relying on an RLSC approach, some novel 
structures of classifiers have been considered [5, 6, 7]. These 
structures are specific to using the Hamiltonian Neural 
Networks (HNN) based spectrum analysis, recognition and 
memorization, giving rise to the mapping of implementations 
with skew-symmetric kernels, as well. In this paper we present 
how to design very large scale nonlinear mappings of 
oscillator type, by using HNN, which, due to spectrum based 
information processing, can be seen as an implementation of 
holographic-like structures. 

 
 

II. ON MODELLING OF THE OSCILLATORY NEURAL 
NETWORKS 

To our knowledge, the fundamental research in the field of 
oscillatory implementation of neural networks has been done 
by Hoppenstead [9, 10, 11, 12]. Let us briefly review that an 
oscillator can by described be the following state equation: 

)(xfx =
•

, x ∈ Rm ,                          (1) 

and it is a nonlinear dynamical system with a limit cycle. 
Hence, a net of weakly coupled oscillators is given by: 

)ε,,,(ε)( n1iiii xxgxfx …+=
•

, ε << 1, i = 1, … , n   (2) 

Synchronization phenomenon in such a network is one of the 
most challenging mathematical and engineering problems. 
According to [11], the sufficient conditions for 
synchronization in the net (2) can be formulated as follows:  
Transform the state space equation (2) onto phase equations: 

1
in1iii S    ε),,,,(εhΩ ∈+=

•

ϕϕϕϕ …            (3) 

where: Ωi – natural frequency of i-th oscillator (i.e. for ε = 0).  
 

Assuming a weak coupling of oscillators, the state equation 
and phase equation can be simplified, as follows: 

∑
=

•

+=
n

j 1
jiijiii ),(ε)( xxgxfx    xi ∈ Rm         (4) 

and 

),(hε ji
1j

ijii ϕϕϕ ∑
=

•

+Ω=
n

    i = 1, … , n.         (5) 

Introducing  a phase deviation Ψi of i-th oscillator i.e.: 

φi = Ωit + Ψi                                       (6) 
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and averaging over a period  T= 2π/Ω, the phase equation (5) 
can be formulated as:  

,)(Hε
1j

jiiji ∑
=

•

Ψ−Ψ=Ψ
n

        i = 1, … , n       (7) 

 
where nonlinear functions Hij; i, j = 1, … n determine time 
evolution of momentary frequency of coupled oscillators in 
the net. It is clear, that state of synchronization is given by 
equilibria of differential equations (7), i.e. : 

 

,0)(Hε
1j

jiij =Ψ−Ψ∑
=

n

 i = 1, … , n             (8) 

or 

i       ; 0)(Hω
ij

jiiji ∀=Ψ−Ψ+∆ ∑
≠

n

             (9) 

 
where:  ∆ωi = Hii(0) is a deviation of natural frequency Ωi. 

For steady state of synchronization the equilibria have to be 
asymptotically stable. Unfortunately, the general solution of 
Eq.(9) is a nontrivial task, for n >> 1. In special case, under 
assumption that Hij(•) has a form: 

 

Hij(Ψi – Ψj) = H(Ψi – Ψj) = - sin(Ψi – Ψj)         (10) 

 

the solution of equation (9) can be analytically found. The 
above case is known and celebrated as Kuramoto model 
[11, 13]. For example, for n =2, Kuramoto model is given by:  

)sin(ω
dτ

d

)sin(ω
dτ

d

212
2

211
1

Ψ−Ψ+∆=
Ψ

Ψ−Ψ−∆=
Ψ

                         (11) 

where: τ = ε t. 

It is worth noting that, assuming equation (1) as a model of an 
oscillatory neuron, state equation (4) describes an oscillatory 
neural network, which can be synchronized, as shown above. 
But, it seems that synchronization alone insufficiently 
determines a neural network as an information processor. We 
claim that neural networks, to be treated as information 
processors, have to function as orthogonal filters. 

 

III. ON OSCILLATORY IMPLEMENTATION OF 
ORTHOGONAL-FILTERS 

The models of nonlinear mappings described in this paper 
rely on using Hamiltonian Neural Networks (HNN) based 
orthogonal filters. Let us note that HNN are nonlinear, 

dynamical structures composed of elementary lossless 
neurons. A basic d.c. model of a lossless neuron is shown in 
Fig.1 and its state space description is as follows: 
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where activation function  Θ(z) is passive and fulfills: 
 

2,1),,0[,;)(
2121 =∞∈≤

Θ
≤ i

z
z

i

i µµµµ    

 
x - input data 
z – state vector 
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Figure 1. D.C. model of lossless neuron. 
 
This model gives rise to the following notes:  
1. From the point of view of circuit theory, a lossless neuron 

can be treated as a loop connection of a nonlinear inductor 
and capacitor, forming a passive nonlinear oscillator. 
Moreover, looking for an analogy between circuit theory 
and mechanics, one could consider the above mentioned 
oscillator as an energy model of a relativistic particle. 
Indeed, taking into consideration the following classical 
relationships: 

•

= pF                                       (13) 
 

2

0
0 cm

p1m

pv(p)









+

=
 

 
(14)

where: F- external force  
p – momentum 
c – absolute velocity 
m0 - rest mass 
v – velocity (activation function) 

 
for free particle (F = 0), one obtains the basic model of a 
Hamiltonian particle, as shown in Fig.2 

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

171



p2 

+1

p1 

∫ ⋅)(

∫ ⋅)(

v(p2) 

v(p1) 

-1 

v(p1)

v(p2)

p1 

p2 

 
 

Figure 2. Model of Hamiltonian particle (“fermion”) 
 
 
Thus, Eq. (12) takes the following form: 

)v(pp

)v(pp

12

21

−=

=
•

•

                                (15) 

 
Assuming, p1 = p2 = p, the whole internal energy stored in the 
particle shown in the Fig. 2. is given by Hamiltonian: 

 
Considering a linearization of function v(p), as shown in 
Fig.3.  

 
v(p)

p

tgα=1/mo

-c

      c

0

pmax = moc

 
Figure 3. Velocity in SRT. 

 
equation (16) takes  the following form: 

for   pmax = m0c  (see Fig..3.) 
E = 2 • 0.41 • m0c2 = 0.82• m0c2              (17) 

 

The classical amount of rest energy i.e., E0 = m0c2, is 
obtained only under the assumption that function v(p) is 
piecewise linear. The model of particle used in this 
consideration can be seen as a Hamiltonian oscillator. 
Solutions of Eq.(15) are periodical and are dependent on 
initial values of momentum. Thus, for example, a numerical 
solution   for   initial values:│p01│ = m0c, p02 = 0  or  
│p02│= m0c, p01 = 0 is presented in Fig. 4. 

 
 
 
 
 
 

 

 

 

Figure. 4. A numerical solution of dynamical system Eq (15) 
for p01 = 1, p02 = 0  m0 = 1, c =1 

H1max + H2max= 0.82• m0c2                                         
where 

dτvpmaxH i

t

0
iimax ∫
•

=  

It can be seen, that the internal energy of a particle-
oscillator has a form of quanta. For external observers, this 
energy is not visible. In the case of  Eq.(15), force field is 
skew-symmetric, i.e., the internal forces are of 
“electromagnetic” type. However, this skew-symmetry can 
be easily changed into symmetry. Hence, the particle-
oscillator is a “connection”, via an internal “gravitation 
field” (symmetric), of matter (m > 0) and antimatter ( m < 
0). It is worth noting, that, by adequate interpretation of 
solutions (Fig.4.), one could easily obtain such objects like 
“spin” and “uncertainty”. But, such interpretation would 
guide us to exotic physics.  

2. A D.C. model of a lossless neuron can be, one-to-one, 
transformed into an oscillatory model, using two phase-
locked-loops (PLLs). Such a PLL based model is shown in 
Fig. 5
. 
 
 
 
 
 
 
 
 

Figure. 5. Oscillatory model of lossless neuron. 
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It is easy to see that the model in Fig. 5 (PLL model) consists 
of two antisymmetrically coupled sinusoidal phase oscillators. 
Input signals si(t), i = 1, 2 are sinusoidal carriers. Thus:  

 
si(t) = ACi sin(Ωit + Ψsi),                        (18) 
vi(t) = AVi cos(Ωit + Ψi); i = 1, 2.          (19)  

 
Assuming ideal transmittances of loop filters, i.e., G1 = G2 ≡ 1, 
the mean phase equation (Adler equation) of this model is as 
follows (keys k1, k2 open): 
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∓

(20) 
where: ∆ωi - frequency deviations of input si(t) signal 

kVi, kmi – sensitivity of VCO and phase-detector, 
respectively 
Гi – input d.c. signal (i =1, 2) 

The similarity between equation (20) and Kuramoto model is  
worth noting. Closing k1, k2- keys in model from Fig. 5. one 
obtains an elementary PLL orthogonal filter described by: 

where assumed that connection matrix has a form: 

Wc =W – w01                                     (22) 
with                W2 = -1, WT = W-1 = -W                    (23) 

and w0  > 0    (W –skew-symmetric, orthogonal)      
 
Let us note that PLL implementation of the elementary 
orthogonal filter from Fig.5. can be  easily scaled up to n-
dimensional space. Such a generalization is shown in Fig.6. 
[7]. 

  
V
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sn(t) 

s2(t) 
Γ2 

Γn 

input 

output 

input 
DC  

Figure 6. PLL model of n-dim neural network 

The Adler equation of this model is given by: 

(24) 
where :  si(t) = ACi sin(Ωit + Ψsi) 
 vi(t) = AVi cos(Ωit + Ψi) 
 ∆ωi – frequency deviation 
 Гi – input d.c. signal  
 i = 1, … , n 

 
Equation (24) can be rewritten as: 

•

z = Wc sin z + ∆ω – Г               (25) 

where: z = [z1, … , zn]T = [ Ψs1 – Ψ1, … , Ψsn – Ψn]T 

 Wc – matrix of connections. 

It is worth noting that: 

1. The hold range of a PLL network is determined by 
the stable equilibrium of Eq.(25). It means that, for a  
given ∆ω and Г, one can find such loop gains 
(kvkmAcAv) that PLL network attains synchronization 
in point: │sin zi│< 1, i = 1, … , n. 

2. Under synchronization, the steady-state output of 
PLL network is given by: 

 
y = sin z = Wc

-1(Г – ∆ω).                (26) 

Taking connection matrix Wc as weight matrix in 
orthogonal filter, output y gives the Haar spectrum of 
the input vector. Moreover, the PLL network from 
Fig.6 can be treated as a n-dimensional F.M. signal 
demodulator. 

3. The PLL network from Fig. 6. can be seen as a model 
of a neural network with dynamical connections. The 
weight of connections can be changed by  parameter 
kv (i.e. sensitivity of VCO). 

 

IV. ORTHOGONAL FILTERS BASED NONLINEAR 
MAPPINGS 

Nonlinear functions or mappings approximation can be 
implemented by using HNN-based orthogonal filters, which 
perform spectrum analysis and memorization. Function 
approximation, as known from machine learning, starts with 
training data m

1i)y,( =iix , where input vectors xi ∈ X ⊂ Rn and 
yi ∈ Y ⊂ R. One synthesizes a multivariate function that 
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optionally represents the relation between the input xi and yi. 
We use here a kernel representation, i.e.: 

∑
=

=
m

i
iicf

1
)()( xKx X                        (27) 

where: c =[ c1, c2, … , cm]T, ci ∈ R 
 
and kernels KXi(x) are definite functions continuous on X x X. 
The weights ci are such, to minimize the error on the training 
set, i.e., they can be found from the equation: 
 

K c = y                                       (28)  
 

where: K is the square matrix with elements Ki,j= KXi(xj) and y 
is the vector with coordinates yi.  

 
For implementation of f(x), equation (28) has to be well-
posed. One of the most important positive–definite kernels is 
the Gaussian: 
 

22
i

i

2σe)(K xx
x x −−=  

giving structure known as RBF. 
Generally, taking kernels as positive-definite functions, matrix 
K in Eq.(28) is positive-definite and hence Eq.(28) is well-
posed. Moreover, taking into account the Tikhonov 
regularization, Eq.(28) can be reformulated as a key algorithm 
for RLSC structure, as follows [4]: 

 
( mγ 1+K) c = y                              (29) 

 
where: γ > 0 and ( mγ 1+K) is strictly positive. 
The purpose of this paper is to show, how mappings, 
classifiers and associative memories can be implemented 
using HNN based orthogonal filters, which perform spectrum 
analysis. Spectrum analysis can be treated as a transform from 
input signal space into a feature space. Relying on RLSC 
approach, we propose to define here a skew-symmetric kernel 
Kui(v): 
 

Kui(v):= Θ(uT
i v)                                   (30) 

 
where:ui = (W-1) xi 

v = -(W+1) x 
Θ( • ) is an odd function( e.g. sigmoid) 
W2 = -1, WTW = 1 
w0 > 0 
ui, v – Haar spectrum of input xi and x, respectively 

Thus:  
Kui(vj)  = Θ(uT

i vj) = Θ(2xT
iW xj) 

and  
Kvj(uj) = - Kui(vj) 

Hence, matrix  

{ } { })(, jijia vKKK u==   is skew-symmetric 

As mentioned above, the key problem in design of the 
approximation is the solvability of linear equation: 
 

Ka c = y                                    (31) 
 
Since Ka is skew-symmetric, it needs to be regularized, 
making equation (31) well-posed. 
Hence, we propose the following regularization of matrix Ka: 
 

Kr = (γ 1 + Ka)                             (32) 
where: γ ≠ 0 
 
Then, the following design equation is well-posed for any  
m < ∞ (number of training vectors):  
 

Kr c = y                                  (33) 
 

One of possible architectures, implementing equation (27) 
with skew-symmetric kernels Ki,j is shown in Fig.7. 
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Figure 7. Structure of function f(x) approximator. 

 
Thus, the unknown function f((x) can be approximated by the 
structure from Fig.7. consisting of two HNN based spectrum 
analyzers and a set of m orthogonal filters memorizing the 
spectrum of m training points. It is easy to see that the 
activation functions Θ(•) of neurons should be endowed with a 
“superconducting impulse” γ, as shown in Fig. 8. 
 

a)    b) 

Θ(p) 

0             p                                   0             p  

ΘR(p) 
   γ     

 regularization 

Figure 8. Activation function of neurons. 
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Due to the properties of matrix Kr, a solution of key 
equation (33) exists for any number m of training points. It is 
clear that structure of the function approximator in Fig. 7, is 
based on oscillatory neural networks, as presented in Fig. 6.  

V.  DESIGN OF ORTHOGONAL FILTERS 
The main issue with the structure of the function 

approximator shown in Fig.7. is the design of the orthogonal 
filters. Such a design can be based on using the family of 
Hurwitz-Radon matrices. Indeed, a set of orthogonal, skew-
symmetric matrices Ak with the following properties: 
Aj Ak + AkAj = 0, Aj

2 = -1 for j ≠ k, k = 1, … , s are known as 
a family of Hurwitz-Radon matrices. Any family of Hurwitz-
Radon matrices (n x n) consists of smax matrices, where 
smax=ρ(n)-1 and Radon number ρ(n) ≤ n. ρ(n) = n for n = 2, 4, 
8, only. For our purposes the following statements on 
Hurwitz-Radon matrices could be interesting [15]: 
a.  The maximum number of continuous orthogonal tangent 

vector fields on sphere Sn-1 ⊂ Rn is ρ(n) –1. 
b. Let W1, …, Ws be a set of orthogonal Hurwitz-Radon 

matrices and w1, … , ws be real numbers: 
Then:  

 ∑
=

=
s

1i
iw iWW                                      (34) 

is orthogonal and skew-symmetric. 
 
Matrix W from Eq.(34) can be used for creating the weight 
matrices of HNN. 
Thus, for example, matrix W for n = 8, 16, 32, … is given by: 
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where: w8, w9 ∈ R 
 

Hurwitz-Radon matrices for other n can be found elsewhere. It 
can be seen, that a basic component of matrix family  for 

n=8, 16, 32, … is an eight dimensional matrix. Hence, one 
obtains the following statement: Structures of orthogonal 
filters, used for realization of functions and mappings models 
(Fig.7), can be based on compatible composition of 8-dim. 
building blocks (octonionic modules). Octonionic module 
performs the following transformation: 
 

y = H8x                                         (36) 
 

where: x and y are 8-dim, input and output vectors, 
respectively. 
Transformation matrix H8 has a form: 
 

































−−−−
−−−−

−−−−
−−−−

−−−−
−−−−

−−−−

=

01234567

10325476

23016745

32107654

45670123

54761032

67452301

76543210

8

h-hhhhhhh
hh-hhhhhh
hhh-hhhhh
hhhh-hhhh
hhhhh-hhh
hhhhhh-hh
hhhhhhh-h
hhhhhhhh- 

H

          (37) 

 
where: columns  (and rows) constitute the orthogonal basis, 

i.e., the output vector y gives the Haar  spectrum of x. 
Moreover, for given x0 = [x1, … , x8]

T     and 
y0 = [y1, … , y8]

T one sets up so called best adapted 
basis: 
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  (38) 

 
It means that a given x0 is transformed into a given y0 
(x0 → y0) by the orthogonal filter with weight matrix given by 
Eq.(38). Thus, a classical perceptron performing a scalar 
product can be implemented by an orthogonal filter with best 
adapted basis (x0 → y0), as shown in Fig. 9.: 

 
Figure 9. Implementation of perceptron by orthogonal filter. 

It is worth noting that the implementation in Fig.9. relies on a 
linear summing of the output spectrum of the orthogonal filter. 
Orthogonal filters, used in Fig.7. for spectrum memorizing, 
have structure as shown in Fig.9., and they are implementable 
as oscillatory (PLL) octonionic modules.  
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Hence, one obtains:  

the overall structure from Fig.7. can be implemented by 
connection of oscillatory (PLL) octonionic modules. 

VI. SIMULATIONS 

As mentioned above, Eq.(24) and (25) describe the mean 
equation of a PLL network. But, in real implementations, the 
loop filters have to be taken into consideration. In other words, 
one has to pose a question: Is it possible to find such loop 
filters where full phase equation and Adler equation for PLL 
network are approximately the same? From an analytical point 
of view such a possibility exists, since a PLL network has a 
stable integral manifold [8]. This possibility has been 
experimentally proven by simulations using the makro-models 
of PLL, offered by Matlab-Simulink. 

Some simulations of octonionic modules have been 
performed by using a general PLL model from Fig.6.. Full 
analysis using Matlab-Simulink macro-models of phase-
locked loops, endowed with different loop filters, showed that 
algebraic transformation given by Eq. 36. can be, under 
synchronization, exactly performed by oscillatory structure. 
Moreover, this structure sets up an oscillatory memory cell, 
according to solution presented in Fig. 9. 

VII. CONCLUSION 

The main issue considered in this paper is the design of 
mappings. Mappings designed here rely on multivariate 
function approximations with skew-symmetric kernels, giving 
rise to very large scale classifiers and associative memories. 
Due to regularization, such classifiers and memories can be 
implemented for any even n (dimension of input vector space) 
and any m < ∞ (number of training patterns). Accuracy of 
classification depends on phase-space geometry of mappings. 
It can be changed by appropriate covering of the 
neighborhood of the approximation points. Kernels utilized in 
function and mapping approximation are implemented by 
using HNN based orthogonal filters. Thus, classifiers and 
memories, here designed, can exist as numerically stable 
algorithms or physical devices, performing their functions in 
real-time. Moreover, we have proposed oscillatory (PLL) 
implementation of mappings. Presented in this paper PLL 
neural networks can be seen as a special problem in the theory 
of coupled oscillators. To our knowledge, orthogonal filters 
based information processing can be considered as inspired by 
biological systems. 
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Abstract—A first-order delayed chaotic model with n-double 

scroll attractors is investigated. The associated piecewise-linear 
activation function requires only a few operational amplifiers, 
which can easily be realized by an electronic circuit. The typical 
waveforms and phase portraits are plotted to illustrate n-double 
scroll chaotic oscillations. 

Keywords—delay; chaotic attractor; n-double scroll;  circuitry 
implementation; chaotic oscillation 

I. INTRODUCTION 
The theoretical study and circuitry implementation of more 

complex chaotic systems have been a key issue in various 
technological and engineering applications. Indeed, there were 
reported many multi-scroll, n-double scroll oscillators, which 
are produced with ODEs [1-2], where the activation function 
assumes a sine function, a piecewise linear function, or a 
hysteresis series, etc. Due to additional breakpoints owned by 
such activation functions, these systems exhibit hyperchaotic 
oscillations with multiple positive Lyapunov exponents. 

On the other hand, chaotic behaviors have been found in 
various simple first-order systems with delayed feedback. This 
implies the evolution of state of such a system inherently 
depends on its history as well as its present state [3]. A 
diversity of delayed systems stemming from biology, ecology 
and engineering can be considered as models to analyze and 
implement hyperchaos [4-8]. 

In this pursuit, we study a novel delayed chaotic model 
capable of generating n-double scroll chaotic oscillations, 
where the nonlinear activation function is mathematically a 
PWL function and its circuitry implementation requires only 
several operational amplifiers. Experimental results show that 
the proposed attractor can exhibit mono-scroll, one- two-, 
three- or four-double scroll chaotic oscillations by adjusting 
the value of a single parameter.  

The rest of this paper is organized as follows. In Section 2, 
the mathematical model of the proposed n-double scroll 
system is described. In Section 3, the electronic circuitry 
implementation of this system is discussed and analyzed in 
detail. Finally, some concluding remarks are given in Section 
4.  

II. MATHEMATICAL MODEL 
In this paper, we propose an n-double scroll delayed 

chaotic model:  

( ) [ ( )]dx x t g x t
dt

τ= − + −
                           (1) 

where τ is a delay time, g is a piecewise-linear activation 
function of the form: 

 
2 1 1

1

1( ) ( )( )
2

n

n n i i i
i

g x m x m m x c x c−
=

= + − + − −∑
    (2) 

n denotes number of double scrolls, mi (i = 1, …, n) and ci  (i 
= 1, …, n) represent the slopes and values in the abscissa 
corresponding inflexions of the piecewise-linear activation 
function, respectively. As an example, when n = 4, m0 = m2 = 
m4 = -6.5, m1 = m3 = -8.5, c1 = 0.8, c2 = 2.4, c3 = 4, c4 = 5.6, 
τ = 10, the activation function is shown in Fig. 1, and the 
system (1) shows a four-double scroll chaotic oscillations, 
plotted in Fig. 2. 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Waveform diagram of a piecewise-linear function. 

III. CIRCUITRY IMPLEMENTATION  
In this section, an electronic circuit is designed to realize an 

n-double scroll delayed system. The circuit consists of a 
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piecewise-linear activation function circuit unit, a time delay 
circuit unit, an integration circuit unit and a low-pass filter. 
Common resistors, capacitors, inductances and operational 
amplifiers are employed to realize these circuit units. DC 
voltage sources supply energy of the circuit system. 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Phase trajectories of the four-double scroll chaotic attractor. 

A. Circuit Implementation of the Piecewise-linear Activation 
Function 

To facilitate the circuitry design, piecewise-linear activation 
function (6) for four-double scroll oscillator is reformulated as 
follows: 

8 4 0 1 1 1

1 2 2 2

2 3 3 3

3 4 4 4

1( ) ( )( )
2

1 ( )( )
2
1 ( )( )
2
1 ( )( )
2

g x m x m m x c x c

m m x c x c

m m x c x c

m m x c x c

= + − + − −

+ − + − −

+ − + − −

+ − + − −

     (3) 

Obviously, the waveform diagram of the piecewise-linear 
function (3) can easily be varied by adjusting the values of mi 
and ci, i = 1, …, n. Let  

0 2 4

1 3

m m m ka
m m kb

= = =⎧
⎨ = =⎩                         (4) 

where k > 0 is a common scaling factor of all the slopes, a > 0 
and b < 0 are initial slopes of the line segments involved in the 
function (3). Hence, we can adjust all slopes synchronously by 
changing the value of k.  

The function (3) can be circuitry implemented by a 
combination of six operational amplifiers and assistant circuits, 
as shown in Fig. 3. 

The operational amplifiers (µA741 U1–U6) are employed to 
realize the gain control, subtraction and reversion operations. 

The values of the resistors are: R1 = R3 = R5 = R7 = R15 = R16 = 
1kΩ, R2 = R4 = R6 = R8 = 15kΩ, R9 = R10 = R11 = R12 = 2kΩ, 
R13 = 307Ω, R14 = 2kΩ. The constant voltage sources are: V1 = 
1.4V, V2 = -1.4V, V3 = 4.2V, V4 = -4.2V. The voltages of the 
electronic sources are ±12V. All of the slopes in (3) are 
changed synchronously by adjusting the value of resistor R14. 
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Fig. 3. A circuitry implementation of g8 (x). 

The DC sweep analysis result of the piecewise-linear 
activation function circuit unit is given in Fig. 4. 

 

Fig. 4.The DC sweep analysis result of the piecewise-linear function circuit. 

B. Circuit Implementation of the Time Delay Unit 
A circuit implementation for the delay unit is plotted in Fig. 

5. This is a network of T-type LCL filters with matching 
resistors at the input and the output. The time delay can be 
approximated by  

2 , 1,DelayT n LC n= ≥                          (5) 

where n is the number of the LCL filter. From (5), it can be 
seen that the value of the time delay can be tuned by changing 
the values of the inductances and capacitors in circuit unit, or 
changing the number of the LCL filter. Notably, the time delay 
unit will somewhat bring a little attenuation of the circuit gain. 
To eliminate this hurdle, two additional operational amplifiers 
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U9
X(t) R0

C0

R24

C11R23
-g( )

 Delay
x(t-10)

(U7 and U8) are used to adjust the circuit gain. Inductances Li = 
9.5mH (i = 1, 2, …, 20), capacitors Ci = 525 nF (i = 1, 2, …, 
10) and resistors R17 = R18 = R21 = 10kΩ, R19 = R20 = 1kΩ, R22 
= 30kΩ are chosen, respectively. The effectiveness of the time 
delay unit is demonstrated by observing the output of the 
circuit unit when a sine wave with frequency 1kHz and 
amplitude 1.35V is given, as shown in Fig. 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5. Circuit implementation of the time delay unit. 

Fig. 6. Input (red waveform) and output (green waveform) of the proposed 
time delay unit when a sine wave is given. 

C. Circuit Implementation of the N-double Scroll Delayed 
Chaotic Model  

Now, the proposed n-double scroll chaotic system can be 
implemented by a piecewise-linear activation function circuit 
unit, a time delay circuit unit, an integration circuit unit and a 
low-pass filter (R0 C0), as shown in Fig. 7. For simplification, 
we use block diagrams to replace those already designed 
circuit units. 

The dimensionless delay parameter τ is calculated according 
to the rule 

0 0/DelayT R Cτ =                                        (6)  
A standard node analysis of the circuit shows that the state 

equation that governs the dynamical behavior of the circuit is 

24 11 23 11

( ) 1 1( ) [ ( )]dx t x t g x t
dt R C R C

τ= − + −                 (7) 

when R23 = R24 = 10kΩ, R0 = 1kΩ, C11 = 10nF, C0 = 100nF, 
Eq. (6) is equivalent to system (1) with activation function (3) 
and τ = 10. In addition, the coefficients of x (t) and g [x (t-τ)] 
can be varied independently by adjusting the values of 
resistors R24 and R23. 

 
 
 
 
 
 

 

Fig. 7. Circuit implementation of the n-double scroll chaotic model. 

Through experimental observation, we find that the 
proposed n-double scroll circuit can exhibit mono-, two- or 
three-double-scroll chaotic oscillations with the change of the 
value of resistor R14. The respective phase plane diagrams of 
the chaotic double scroll circuits are given in Fig.8. A 
comparison between Fig. 2 and Fig. 8 (e) indicates a 
qualitative agreement between the numerical simulation and 
the experimental measurement. 
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(c) 

 

 
(d) 

 

 
(e) 

 
Fig. 8. Phase portraits of the n-double scroll chaos generator: (a) a mono-
scroll oscillation when R14 = 620Ω; (b) a one-double scroll oscillation when 
R14 = 1.0kΩ; (c) a two-double scroll oscillation when R14 = 1.3kΩ; (d) a three-
double scroll oscillation when R14 = 1.8kΩ; (e) a four-double scroll oscillation 
when R14 = 2.0kΩ.  

IV. CONCLUSION 
We have presented a first-order delayed model with PWL 

activation function that displays double scrolls chaotic 
behavior, and have proposed a scheme for its circuit 
implementation. By adjusting the value of a single resistor, 
this simple circuit exhibits complex chaotic behaviors such as 
(a) a mono-scroll chaotic oscillation and (b) one-, two-, three- 
or four-double scroll chaotic oscillations.  

The proposed chaotic circuit may be used as a delayed 
multi-scroll chaos generator, a chaotic neuron circuit unit, or 

even a cell for delayed cellular neural network. It has potential 
applications to secure communication and signal processing. 
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Abstract— Vision based counter systems are very important 
tools in industries. Movement of objects on conveyer systems at a 
high speed requires an accordingly very fast processing. 
Therefore, traditional methods for object counting are not 
efficient due to the fact that they are generally slow. In this paper 
a CNN based method for counting objects. Simulation results for 
this method shows that this system is very applicable for object 
counting at very high speed conveyers. By just a few 
reconfigurations in CNN templates coefficients, we are able to 
modify this system for other similar applications. 

 

Keywords— Cellular Neural Network; Image 
Processing; Object counting; Simulation. 

I. INTRODUCTION 
Some of the main applications of object counting in 

industrial systems are packaging, quality control, and so on. 
Object counting in conveyor in traditional method is based on 
a simple digital camera and a central processing unit. In the 
first step, by an external trigger mechanism, camera starts to 
grab a picture immediately. By some new CMOS cameras we 
are able to grab pictures very fast and accurate. The main topic 
and bottleneck is processing time. A blob finding algorithm 
for labeling and indexing objects is very time consuming. 
After applying preprocessing algorithm on image for 
increasing the quality we need to segment the important parts 
of the picture. For this we use a threshold or dynamic 
threshold method. This part is our Region of Interest (ROI) for 
next step. By a connection method that is very time consumer 
we can index and label or parts and objects. In our approach 
that we will introduce in this paper, we will shows a CNN 
based method for counting object without passing this time 
consuming steps. Cellular Neural Networks (CNN), proposed 
by Leon Chua in 1988. The main aim of CNN technology is 
designing of an ultra fast Universal Machine for signal 
processing purposes. 

 

II. CELLULAR NEURAL NETWORKS (CNN) 
 
Cellular Neural Network were introduced by Leon O. 

Chua and Yang from university of California at Berkeley in 
1988. This type of neural networks is a somehow reduced 
version of Hopfield Neural Network. One of the must 

important features of CNN is locally connectivity, in this 
technology each cells is connect only to neighbor cells. Due to 
locally connection between a cell and the neighbors, 
implementation of this type of neural network on chip is easily 
feasible. The mathematical model of a CNN cell is a first-
order equation like the following state equation: 

 
 
 
 
 
 
 
 
 
 
In this equation 'A' is a template for feedback operator and 

'B' is a template for control. Output Equation is a linear 
sigmoid function for limiting output state value. In some note 
sigmoid function enumerate by f (.). 

 
 
 
 
 
 

III. OBJECT COUNTING BASED ON CNN 
 
In this section we will describe algorithm for object 

counting based on CNN. A block diagram that shows the 
system algorithm is showed in figure 1. After picture 
grabbing, and picture enhancement unit, this algorithm begins. 
A selected image for simulate and testing of algorithm is a 
64×64 pixel image with 256 level gray level depths that is 
shown in figure 2. Subsequently, by applying first step of 
algorithm, image converts to a binary image black and white. 
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Figure-1, Diagram of object counting algorithm based on CNN technology 

 
 
 
 
 
 
 
 

 

Figure-2, Original Image, 64×64 pixel and 256 gray level bitmap. 

 
The first step of this algorithm shows the auto threshold 

unit. This unit is a unique and valuable operation that can 
select opaque region and remove noise on around of image. 
Traditionally, for designing this operator, designer had to 
combine many low level operators, like threshold, median 
filter and noise remover. Auto threshold consists of below 
templates: 

 
 

 
 
 

Effect of feedback template (A) is very important. Another 
alternative for this template for having a smoothed result is an 
8 value in center and 1 value in around. 

 
 
 
 
 
 
 
 

Figure 3, Auto Threshold Template Result. 

After this step, system runs the Bounding Box Template. 
 

 

 
 

 

 

 

 

 

Figure-4, Bounding Box Template Result after converge time, 
Red region is the initial state. 

This operator is very sensitive, and we must consider to 
something. Applying Bounding Box template on below red 
region shows that, system converges to a rectangular shape. 
But it cause to problem when a region is connect to a 
boundary margin in CNN chip. This problem cause to grow-
up of bounding box in an unenviable manner. This problem 
shows in figure 5. 

 

 

 

 

 

 

 

         (a)                                               (b)  

Figure 5, (a) Bounding Box Template fails when a region is connected to 
margin. (b) Step=10, simulation result 

To solve this problem, we must remove margin by an 
AND template. Figure 6, shows the result of bounding box 
template after removing margin boundary. 
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Figure 6, Bounding Box Result 

There is an effective South-East Corner finder template 
that can select the S-E Corner of each rectangle. 

 

 

By this method, we are able to convert each rectangle to a 
pixel. Notice that some pixels are located on the right margin 
of frame. Therefore for the next step, we must apply left to 
right (Connected Component Detector) CCD template. Otherwise 
it will draw a shadow, and cause to fail. 

 
 
 

 
 
 
 
 

Figure 7, SE Corner Detector Result 

Figure 8, shows the connected component detector 
template result. Now by counting of pixels, the number of 
objects will obtains. It should be mentioned that this algorithm 
couldn’t distinguished two objects that have an overlap. For 
distinguishing overlap object we need to use shape based 
matching algorithms. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8, Connected Component Detector (CCD) Result 

 

IV. CONCLUSION 
The simulation results for this method show that this 

algorithm with reduced operators based on CNN technology is 
very effective and reliable for ultra fast object counting. 
Extensions of this system are very simple and all template 
values that used in this simulation are in regular range of 
VLSI technology CNN chips [-5 ~ +5]. For the future work, 
we are going to improve this system for detecting and 
distinguishing of overlapped objects. 
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Abstract— We present a linear reformulation of the Kuramoto
model describing a self-synchronizing phase transition in a het-
erogeneous system of globally coupled oscillators that in general
have different characteristic frequencies. While this approach can
also be applied to systems with a finite number of oscillators,
discussion here will focus on the reformulated model in the
continuum limit, the regime of validity of the original Kuramoto
solution. This new approach allows one to solve explicitly for
the synchronization order parameter and the critical point for
a new class of continuum systems that have no solution through
the traditional approach to the Kuramoto model. Furthermore,
the synchronization order parameter will be shown to exhibit
anomalous scaling in the vicinity of the critical point. This novel
linear approach appears to be a promising way to extend the
applicability of the Kuramoto model, which is the paradigm of
spontaneous synchronization. Although discussion here will be
restricted to systems with global coupling, the formalism of the
linear approach also lends itself to solving systems that exhibit
local or asymmetric coupling.

I. I NTRODUCTION

The Kuramoto model of self-synchronizing coupled phase
oscillators is recognized as important for being able to describe
diverse synchronization phenomena such as collective atomic
recoil lasing, the behavior of Josephson junction arrays, and
neural firing patterns [1][2][3]. In a broader sense, however,
the Kuramoto model is an exactly solvable model that exhibits
behavior reminiscent of a nonequilibrium phase transition. As
such, it is a useful medium through which we can develop a
better comprehension of nonequilibrium systems and, to this
end, in this paper we seek to extend the Kuramoto solution.
Certainly, a more general Kuramoto solution will also broaden
the applicability of the Kuramoto model as a paradigm of
spontaneous synchronization.

To generalize the Kuramoto solution we will take a linear
approach, which will phrase this nonlinear problem in terms of
eigenvalues and eigenvectors, opening it up to spectral theory
and other tools and powerful techniques developed for solving
linear problems. Note that only the fully locked transition will
be considered here.

We shall begin by presenting a linear model that maps
onto the Kuramoto model and deriving the general solution
it yields for the synchronization order parameter and the
critical point of a continuum system of oscillators. We then
focus on a system with a particular coupling scheme, which

cannot be solved using the traditional approach. We present
the solution for this case, demonstrate that the synchronization
order parameter has anomalous scaling about the critical point,
and apply this linear approach to oscillator systems with
different characteristic frequency distributions.

While the discussion here will cover only the continuum
limit and global coupling, which is the regime of validity of the
traditional Kuramoto solution, the linear approach presented
can also be used to solve systems populated by a finite number
of oscillators [5] as well as systems with local or asymmetric
coupling. For further details of these results, see [5] and [6].

II. L INEAR REFORMULATION FOR GENERALIZED

COUPLING

For a system of coupled oscillators in the continuum limit,
the linear reformulation of the Kuramoto model to be dis-
cussed here can be expressed as

ψ̇(ω, t) = (iω − γ)ψ(ω, t) +
∫ ∞

−∞
Ω(ω, ω′)g(ω′)ψ(ω′, t)dω′,

(1)
whereΩ(ω, ω′) describes the coupling between pairs of oscil-
lators with characteristic frequenciesω andω′ respectively, the
phases of the complex variableψ(ω, t) correspond to those of
the system’s oscillators whose synchronization properties we
investigate, andg(ω) is the distribution of their characteristic
frequencies.γ is a parameter fixed according to the system
parameters such that the amplitude ofψ(ω, t) goes to a
steady state in the long-time limit. This allows the linear
model to be mapped onto the original Kuramoto model in the
synchronized region, since with the nonlinear transformation
ψ(ω) = R(ω)eiθ(ω) we can write the real and imaginary parts
of eq. (1) as

Ṙ(ω) = −γR(ω)+
∫ ∞

−∞
Ω(ω, ω′)g(ω′)R(ω′) cos[θ(ω′)−θ(ω)]dω′

(2)

θ̇(ω) = ω +
∫ ∞

−∞
Ω(ω, ω′)g(ω′)

R(ω′)
R(ω)

sin[θ(ω′)− θ(ω)]dω′,

(3)
and, ifR(ω) goes to a steady state in the long-time limit, eq.
(3) is simply the Kuramoto model with a generalized coupling

K(ω, ω′) = Ω(ω, ω′)
R(ω′)
R(ω)

. (4)
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Note that the variableR(ω) is introduced simply to carry out
the mapping, and has no physical significance.γ is set such
thatR(ω) will reach a steady state.

Having reformulated the Kuramoto model in terms of linear
dynamics, we can proceed to analyze and solve it using
tools from the linear repertoire. Indeed, the synchronization
problem can be discussed in terms of the spectrum of the
linear operator on the RHS of eq. (1). More precisely, let
K(ω, ω′) = Ω(ω, ω′)g(ω′) − iωδ(ω − ω′) and assume that
the Fredholm integral equation

∫

<
dω′K(ω, ω′)φσ(ω′) = µσφσ(ω), σ ∈ Z,R (5)

has a mixed, discrete-continuum spectrum{µn, µσ}. Then a
generic solution of (1) is given by

ψ(ω, t) =
∑

n∈Z
anφn(ω)e(µn−γ)t+

∫

σ∈R
b(σ)φσ(ω)e(µσ−γ)tdσ,

(6)
with coefficients{an}n∈Z, {b(σ)}σ∈R determined by initial
conditions.

The spectrum{µn, µσ} determines the appropriate value of
γ, which we set equal to the real part of the eigenvalue with the
largest real part. It becomes evident that this spectrum dictates
the synchronization behavior of the system. If there is only one
eigenvalue whose real part equalsγ then in the long-time limit
contributions from all other eigenvalues die away,R(ω) goes
to a steady state, the linear model maps onto the Kuramoto
model with time-independent coupling, and there is full phase
locking and synchronization (as defined below). Otherwise,
more than one eigenvalue remains,R(ω) does not reach a
steady-state value, and the phases ofψ do not converge.

As mentioned earlier, we will restrict our discussion to
systems with no partial population of drifting oscillators, i.e.
the incoherent-to-partially locked (usually referred to as the
synchronization transition) and the partially locked-to-fully
locked phase transitions occur at the same point [4]. We
say our system is synchronized if the synchronization order
parameter given by

r =
∣∣∣∣
∫ ∞

−∞
dωg(ω)eiθ(ω)

∣∣∣∣ =
∣∣∣∣
∫ ∞

−∞
dωg(ω)

ψ(ω, t)
|ψ(ω, t)|

∣∣∣∣ (7)

goes to a nonzero steady-state value [2][3]. As mentioned
above, this happens at the critical point where the real part
of more than one eigenvalue becomes equal toγ. So in the
synchronized region where the real part of only one eigenvalue
equalsγ,

r =
∣∣∣∣
∫ ∞

−∞
dωg(ω)

b(ω)
|b(ω)|

∣∣∣∣ (8)

whereb(ω) is the eigenfunction corresponding to that differ-
entiated eigenvalue,λN .

III. SOLUTION FOR SPECIFIC COUPLING

A. Solution of the synchronization order parameter

Let us consider now one type of global coupling in the
linear model,Ω(ω, ω′) = Ω. The linear model describes this

Fig. 1. The spectrum of eigenvalues associated with the RHS of eq. (9) when
Ω > Ωc. The spectrum comprises a continuum of eigenvalues along−γ and
a single eigenvalue at the origin. AsΩ → Ω+

c , γ → 0, and the continuum
approaches the imaginary axis and the eigenvalue at the origin. WhenΩ ≤
Ωc, γ = 0, and the continuum of eigenvalues sits on the imaginary axis and
the eigenvalue at the origin becomes indistinguishable from the continuum.

system as

ψ̇(ω, t) = (iω − γ)ψ(ω, t) + Ω
∫ ∞

−∞
g(ω′)ψ(ω′, t)dω′, (9)

which maps onto the original Kuramoto model with the
following coupling constant:

K(ω, ω′) = Ω

√
(ω − ωr)2 + γ2

(ω′ − ωr)2 + γ2
, (10)

whereωr is the collective frequency of the synchronized state
and is given by the imaginary part ofλN , =(λN ). With this
coupling scheme, we can solve the spectrum of the RHS of
eq. (9) exactly.

With γ set as described above, the spectrum comprises a
continuous line of eigenvaluesλ in the complex plane along
<[λ] = −γ (<[λ] denoting the real part ofλ) for any value
of Ω and one eigenvalueλN at the origin, which stands apart
from the continuum of eigenvalues ifΩ > Ωc. As Ω → Ω+

c ,
γ → 0, and for Ω ≤ Ωc the continuum of eigenvalues lies
along the imaginary axis andλN becomes indistinguishable
from the continuum, as shown in Figure 1; since, in the steady
state, the entire spectrum remains, it is clear thatr = 0 for
Ω ≤ Ωc.

Setting the collective frequency=[λN ] to zero,γ toRe[λN ],
and assumingg(ω) is an even function and nowhere increasing
for ω ≥ 0, we arrive at the following formula that determines
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γ:

1 = Ω
∫ ∞

−∞

g(ω)γ
γ2 + ω2

dω (11)

By taking γ → 0+ and assumingg(ω) has a finite width, it
becomes clear from eq. (11) that

Ωc =
1

πg(0)
. (12)

From eq. (8), forΩ > Ωc, we can determine the following
explicit expression forr:

r =
∫ ∞

−∞
dωg(ω)

1√
1 +

(
ω
γ

)2
. (13)

where γ can be determined from eq. (11). So, for a given
distributiong(ω), eqns (11), (12), and (13) completely specify
r(Ω) andΩc for K(ω, ω′), eq. (10). (For details, see [6].)

It is interesting to note that aboutΩ = Ωc the behavior
of r resembles a second-order phase transition in thatr grows
continuously from zero as the coupling increases. WhereΩ →
Ω+

c , r → 0 because, although the oscillators are phase locked,
the phases of the oscillators are evenly distributed from zero to
2π, i.e. the system is in a splay state [7]. Below, we investigate
the scaling behavior aboutΩ = Ωc, where this second-order
“phase transition” occurs.

B. Anomalous scaling

If one assumesg(ω) to be such that
∫∞
−∞ dωg′(ω)/ω is

nonzero and finite (whereg′(ω) ≡ ∂ωg(ω)), then perturba-
tively the behavior ofγ asΩ → Ωc becomes

γ = − πg(0)∫∞
−∞ dωg′(ω)/ω

(
Ω− Ωc

Ωc

)
+O

[(
Ω− Ωc

Ωc

)2
]
.

(14)
As γ → 0, the behavior ofr(γ) can be described by

r(γ) = −2g(0)γ log[g(0)γ] +O[g(0)γ]. (15)

This behavior ofr can be seen as anomalous with respect
to the usual square-root scaling behavior of the traditional
Kuramoto solution. One might venture that the anomalous
scaling is due to the bicritical nature of the critical point. For
derivation and explanations of this behavior, see [6].

C. Specific examples of characteristic frequency distributions

With these general solutions for the parameters of any
system with global couplingΩ(ω, ω′) = Ω, we can solve for a
specific system given its characteristic frequency distribution.
Take for instance the Lorentzian distribution aboutωr, i.e.
g(ω − ωr) = ∆

π[∆2+(ω−ωr)2] . From eq. (12) we findΩc = ∆,
and from eq. (11),γlor = Ω−∆. Using these in eq. (13), we
obtain

rlor =
2 cos−1

(
Ωc

Ω−Ωc

)

π

√
1−

(
Ωc

Ω−Ωc

)2
(16)

Fig. 2. The synchronization order parameter as a function of the normalized
coupling constant for a uniform and Lorentz distribution of characteristic
frequencies

for Ω > Ωc, as shown in Figure 2.r = 0 for Ω ≤ Ωc as
discussed above. The scaling for this distribution is then

rlor ≈
2
π

Ω− Ωc

Ωc
log
(

Ωc

Ω− Ωc

)
. (17)

This agrees with eqns (14) and (15) knowing that, for this
Lorentzian distribution,g(0) = 1

π∆ and
∫∞
−∞ dωg′(ω)/ω =

− 1
∆2 .
Similarly, for a uniform distribution aboutωr, i.e. g(ω −

ωr) = 1
π∆ for |ω − ωr| < π∆/2 and 0 otherwise, the above

equations giveΩc = ∆, γunif = ∆π
2 cot

(
π∆
2Ω

)
, and

runif = cot
(
π

2
Ωc

Ω

)
sinh−1

[
tan

(
π

2
Ωc

Ω

)]
(18)

for Ω > Ωc (see Figure 2). As above,r = 0 for Ω ≤ Ωc. The
scaling for the uniform distribution is

runif ≈
π

2
Ω− Ωc

Ωc
log
(

Ωc

Ω− Ωc

)
. (19)

Again, there is agreement with eqns (14) and (15) asg(0) =
1

π∆ and
∫∞
−∞ dωg′(ω)/ω = − 4

(π∆)2 .

IV. CONCLUSION

The linear reformulation presented here of the Kuramoto
model constitutes a fresh take on the problem of self-
synchronization of a heterogeneous population of coupled
phase oscillators, opening it to solution through established
linear approaches such as spectral theory. This alternative
treatment of spontaneous synchronization can give new insight
into the mechanics underlying the phenomenon. In addition,
this method allows for analytical solutions of systems with
finite oscillator populations. Although we have restricted our-
selves to the fully locking transition with global coupling, this
method holds great promise for solving partial synchronization
states and for synchronization problems in complex topologies.
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Abstract— We show the phenomenon of complete syn-
chronization in an network of coupled oscillators. We
confirm that non-diagonal coupling can lead to the appear-
ance or disappearance of synchronous windows (ragged
synchronizability phenomenon) in the coupling parameter
space. We also show the appearance of clusters (synchro-
nization in one or more group) between coupled systems.
Our numerical studies are confirmed by an electronic
experiment.

I. INTRODUCTION

Over the last decade, chaotic synchronization in
the networks of coupled dynamical systems has
been intensively investigated, e.g.,[1-4]. An issue,
the most often appearing during the study of any
synchronization problem, is to determine a syn-
chronization threshold, i.e. the strength of coupling
which is required for the appearance of synchroniza-
tion. In the case of identical systems (the same set of
ODEs and values of the system parameters) a com-
plete synchronization [3] can be obtained. The first
analytical condition for the complete synchroniza-
tion of regular sets (all-to-all or nearest-neighbour
types of coupling) of completely diagonally coupled
identical dynamical systems has been formulated in
[5-7]. A complete diagonal (CD) coupling is real-
ized by all diagonal components of output function
(see Eq. (2)) for each pair of subsystems. Such
a type of coupling induces a situation, when the
condition of synchronization is determined only by
the largest Lyapunov exponent of a node system
and the coupling coefficient [5-9]. This property of
CD coupling causes, that a synchronous range of
a coupling parameter for time-continuous subsys-
tems is only bottom-limited (Fig.1a) by a value of
coupling coefficient being a linear function of the

largest Lyapunov exponent [8]. If the coupling is
partly diagonal (PD, i.e. realized by not all diagonal
components of output function - see Eq. (3)) or non-
diagonal (ND - also or only non-diagonal compo-
nents of output function are used in the coupling -
see Eqs (4) and (5)), then more advanced techniques
like a concept called Master Stability Function (Sec.
II) have to be applied [10]. This approach allows
to solve the networks synchronization problem for
any set of coupling weights, connections or number
of coupled oscillators. Generally, in the literature
dealing with PD or ND coupling problems dominate
the works, where the synchronization ranges of a
coupling parameter are only bottom-limited (like in
the case of CD coupling - see Fig.1b) or they are ou
ble-limited (Fig.1c), i.e. there exists one window of
synchronization (interval) in desynchronous regime
[5-15]. In the previous work [16], we presented an
example of ND coupled oscillators array, in which
more than one separated ranges of synchronization
occur when the coupling strength increases. We
observe the appearance or disappearance of desyn-
chronous windows in coupling parameter space,
when the number of oscillators in the array or
topology of connections changes. This phenomenon
has been called the ragged synchronizability (RSA).
This work describes the RSA phenomenon in an
array of coupled van der Pol’s oscillators. Our nu-
merical studies are supported by a simple electronic
experiment.

II. SYNCHRONIZABILITY OF COUPLED
OSCILLATORS

In order to estimate the synchronization thresh-
olds of a coupling parameter, we apply the idea
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of the MSF [10]. Under this approach, the syn-
chronizability of a network of oscillators can be
quantified by the eigenvalue spectrum of the connec-
tivity matrix, i.e. the Laplacian matrix representing
the topology of connections between the network
nodes. The dynamics of any network of N identical
oscillators can be described in block form:

ẋ = F(x) + (σG�H)x (1)

where x = (x1,x2, . . . ,xN) ∈ Rm, F(x) =
(f(x1), , f(xN)), G is the connectivity matrix (e.g.
Eq. (13)), σ is the overall coupling coefficient, �
is a direct (Kronecker) product of two matrices and
H : Rm → Rm is an output function of each oscil-
lator’s variables that is used in the coupling (it is
the same for all nodes). Taking under consideration
the classification of couplings mentioned in Sec. I
we can present the following instances of output
function for 3-D node system:

H =




1 0 0
0 1 0
0 0 1


 , (2)

H =




1 0 0
0 1 0
0 0 0


 , (3)

H =




1 0 0
1 0 0
0 0 1


 , (4)

H =




0 0 0
1 0 0
0 0 1


 . (5)

The H matrices exemplify CD (Eq. (2)), PD (Eq.
(3)) and ND (Eqs (4) and (5)) coupling respectively.
Eq. (5) defines the exemplary case of pure ND
coupling, because all the diagonal components are
equal to zero. In accordance with the MSF concept,
a tendency to synchronization of the network is
a function of the eigenvalues γk of connectivity
matrix G, k = 0, 1, 2, . . . , N − 1. After block
diagonalization of the variational equation of Eq. (1)
there appear N − 1 separated blocks γ̇k = [Df +
σγkDH], (for k = 0, γ0 = 0 is corresponding to the
longitudinal mode), where γk represents different
transverse modes of perturbation from synchronous
state [10-13]. Substituting σγ = α + iβ , where

α = Re(γ), β = Im(γ) and γ represents an
arbitrary value of γk, we obtain generic variational
equation

ζ̇ = [Df + (α + iβ)DH] ζ , (6)

where ζ symbolizes an arbitrary transverse mode.
The connectivity matrix G = {Gij} satisfies∑N

j=1 Gij = 0 (zero row sum) so the synchroniza-
tion manifold x1 = x2 = · · · = xN is invariant
and all the real parts of eigenvalues γk associated
with transversal modes are negative (Re(γk 6=0 < 0).
Hence, we obtain the following spectrum of the
eigenvalues of G : γ0 = 0 ≥ γ1 ≥ · · · ≥
γN−1. Now, we can define the MSF as a surface
representing the largest transversal Lyapunov expo-
nent (TLE) λT , calculated for generic variational
equation, over the complex numbers plane (α, β).
If all the eigenmodes corresponding to eigenvalues
σγk = αk + iβk can be found in the ranges of
negative TLE then the synchronous state is stable
for the considered configuration of the couplings. If
an interaction between each pair of nodes is mutual
and symmetrical there exist only real eigenvalues
of matrix G (βk = 0). In such a case, which is
called the real coupling [12-13], the matrix G is
symmetrical (see Eq. (13)) and the MSF is reduced
to a form of a curve representing the largest TLE in
function of a real number α fulfilling the equation

α = σγ . (7)

In Figs 1a–c typical examples of the MSF for CD
coupling (Fig. 1a) and for PD or ND coupling (Figs
1b,c) are shown.

If the real coupling is applied to a set of os-
cillators with the MSF providing a single range
of negative TLE as it is shown in Figs 1a, 1b
and 1c, then the synchronous interval of a cou-
pling parameter σ is simply reflected from the
synchronous α-interval according to Eq. (7). For
the case of MSF with double-limited α-interval of
negative TLE (Fig. 1c) two transverse eigenmodes
have an influence on the σ-limits of the synchronous
regime: the longest spatial-frequency mode, cor-
responding to the largest eigenvalue γ1, and the
shortest spatial-frequency mode, corresponding to
the smallest eigenvalue γN−1. These both eigenval-
ues determine the width of synchronous σ-range
and two types of desynchronizing bifurcations can
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Fig. 1. Typical examples of MSF - λT (α) in the case of real
coupling: (a, b) bottom-limited synchronous range (α1,∞), (c)
double-limited synchronous interval (α1, α2).

occur when the synchronous state loses its stability
[11]. Decreasing σ leads to a long wavelength
bifurcation (LWB), because the longest wavelength
mode γ1 becomes unstable. On the other hand, the
increase of the couplin strength causes the shortest
wavelength mode γN−1 to become unstable, thus a
short wavelength bifurcation (SWB) takes place [11-
13]. Another, characteristic feature of the coupled
systems with double-limited synchronous interval
is the array size limit, i.e. a maximum number of
oscillators in an array which are able to synchronize.
For the number of oscillators, which is larger then
the size limit, the synchronous σ-interval does not
exist. Such an interval exists if γN−1/γ1 < α2/α1 ,
where α1 and α2 are the boundaries of synchronous
-α -interval (see Fig. 1c) [10-13]. If the synchronous
range is only bottom-limited as it is depicted in Figs
1a and 1b, then the boundary (the smallest) value of
σ, required for the appearance of synchronization,
is determined only by the value of γ1 and then
desynchronizing LWB occurs with the decrease of
σ. A type of single synchronous range appearing in
the systems with PD coupl g depends on conditional
Lyapunov exponents (CLEs) [4] of the remaining,
uncoupled sub-block of node system. This property
results from the asymptotic effect of the PD cou-
pling [12-13]. An essence of this effect, depicted in
Figs 1b and 1c, is that the largest TLE (MSF) tends
asymptotically to the value of the largest CLE (λC)
for strong coupling. Therefore, for negative λC the
synchronous range is only bottom-limited (Fig. 1b)
and for positive λC such a range is double-limited
(Fig. 1c).

In numerical studies van der Pol’s oscillator

ẋ = z (8a)
ż = d(1− x2)z − x + cos(Ωτ), (8b)

where d and Ω are constant, has been taken as
an array node. Ω represents the frequency of the
external excitation. The evolution of each oscillator
coupled in 3-dimensional array is given by
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ẋ1 = z1, (9a)
ż1 = d(1− x2

1)z1 − x1 + cos(Ωτ) + σ(x2 − x1),
(9b)

ẋ2 = z2, (9c)
ż2 = d(1− x2

2)z2 − x2 + cos(Ωτ) + σ(x1 + x3 − 2x2),
(9d)

ẋ3 = z3, (9e)
ż3 = d(1− x2

3)z2 − x2 + cos(Ωτ) + σ(x2 − x3),
(9f)

where σ is a constant coupling coefficient and i =
1, 2, 3.

Fig. 2. The model of an open array of van der Pol’s oscillators.

In the numerical analysis we assumed d = 0.401
and considered Ω and σ as control parameters.
Eqs. (8) model, for example, a chain (the nearest-
neighbor configuration of couplings) of 3 van der
Pol’s oscillators coupled in the open chain shown
in Fig. 2. Such a connection of oscillators can be
classified as the case of pure (diagonal components
are equal to zero) ND coupling due to the form of
output function

H =

[
0 0
1 0

]
. (10)

The structure of the nearest-neighbor connections of
array nodes is described by the following connec-
tivity matrix

G =



−1 1 0

1 −2 1
0 1 −1


 . (11)

Matrix G has the following eigenvalues γ0 =
0, γ1 = −1, γ2 = −3. Since nonzero eigenvalues
are not equal to each other one can expect the ap-
pearance of RSA. Substituting the analyzed system
(Eqs (8) and (10)) in Eq. (6) we obtain the generic

variational equation for calculating the MSF, i.e.,
λT (α) in the form

ζ̇ = ψ, (12a)

ψ̇ = d(1− x2)ζ − 2dxψζ − ψ + αψ. (12b)

III. NUMERICAL AND EXPERIMENTAL RESULTS

Figure 3 presents the value of the synchronization
error

e =
3∑

i=2

√
(x1 − xi)

2 + (z1 − zi)
2, (13)

versus the coupling coefficient σ and the frequency
of external excitation Ω.

Fig. 3. The synchronization error e =
∑3

i=2

√
(x1 − xi)

2 + (z1 − zi)
2 versus coupling coefficient

σ and the frequency of external excitation Ω for Eqs. (9):
d = 0.401.

In the white region e < 0.02 so we assumed
that the systems are synchronized, grey and black
regions denote desynchronization connected with
the modes associated with eigenvalues γ1 and γ2

respectively. The calculations have been performed
according to the idea of MSF for the probe of two
oscillators [12-13]. One can expect RSA to appear
for Ω ∈ (1.2, 1.5).

As an example consider Ω = 1.22, i.e., in the
absence of coupling each oscillator shows periodic
behavior with the period equal to the period of
excitation. In Fig. 4(a,b) we present the bifurcation
diagrams of MSF versus the coupling coefficient σ.
The diagram shown in Fig. 4(a) is based on the
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Fig. 4. Bifurcation diagrams of MSF versus coupling coefficient σ:
d = 0.401, Ω = 1.22; (a) diagram based on the transverse Lyapunov
exponent λ1

T , desynchronization intervals connected with eigenvalues
γ1 and γ2 are shown in grey and black respectively, (b) diagram
based on the synchronization error eMSF calculated according to
two oscillators probe.

transverse Lyapunov exponent λ1
T (desynchroniza-

tion intervals connected with eigenvalues γ1 and γ2

are shown in grey and black respectively), while
the one in Fig. 4(b) on the synchronization error
eMSF calculated according to two oscillators probe
[12,13]. In both diagrams the ragged synchroniz-
ability is visible as the ’windows’ of synchroniza-
tion and desynchronization can be observed, before
the final synchronous state is achieved due to the
increase of the coupling strength at σ = 0.8.

To confirm the existence of RSA in the real
systems we have performed an experiment in which
van der Pol’s oscillator has been implemented as an
electronic circuit [17]. We have considered dynam-
ics of three circuits coupled in the way described in
Sec. 3. An example of typical experimental results
is shown in Fig. 5, were we plot the synchronization
error e versus σ. These results have been obtained

for the same parameter values as the numerical
results of Fig. 4(a,b).

Fig. 5. Experimental synchronization error e versus σ: d = 0.401,
Ω = 1.22.

It should be mentioned here that in the exper-
iments it is impossible to avoid parameter mis-
matches so the complete synchronization is replaced
by the imperfect complete synchronization in which
synchronization error is sufficiently small but not
equal to zero. One can see a good agreement in
both results. The details of this experiment will be
reported elsewhere [18].

In considered network one can observe the phe-
nomenon of clustering [19,20]. Such behaviour cor-
responding to existence one or more groups of syn-
chronized oscillators although the whole network is
in the desynchronized state. In our case we can obvi-
ously observe only (2,1) cluster, i.e, two nodes have
common behaviour and one node is independent.
We defined the synchronization errors between first

and second (e1−2 =
√

(x1 − x2)
2 + (z1 − z2)

2) and

first and third (e1−3 =
√

(x1 − x3)
2 + (z1 − z3)

2)
oscillator. In Figure 6 we present results of numeri-
cal calculation of synchronization error e1−2 (black
line) and e1−3 (grey line).

As it easy to see in range σ = (0.1, 0.27) one can
observed a cluster between fist and third oscillator,
while second system is in the desynchronized state
with them. This phenomenon is confirmed by cal-
culation of eigenvectors [21] of connectivity matrix
G. The synchroniation in range σ = (0.1, 0.27) is
governed by eigenvalue γ2 = −3 with correspond-
ing eigenvector v2 = [1,−2, 1]. This values of v2
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Fig. 6. Experimental synchronization error e versus σ: d = 0.401,
Ω = 1.22.

leads to existence of cluster shown in Figure 6.

IV. CONCLUSIONS

To summarize, we have confirmed and explained
the phenomenon of the ragged synchronizability
(RSA)in the networks of van der Pol’s oscillators
with ND coupling between the nodes. Its occurrence
is independent of the motion character (periodic or
chaotic) of an isolated node system. We have shown
the mechanism responsible for the appearance or
disappearance of the windows of synchronizability
is the same as the previously studied network of
Duffing oscillators [16]. It seems that the phome-
nonon of RSA is common for the systems with non-
diagonal coupling and not sensitive for the small
parameter mismatch, i.e., can be observed in real
experimental systems.
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Master-slave synchronization and mutual synchronization of 

two identical oscillators respectively are presented. We believe 
that this method could be adopted for the teaching of the topic. 
Numerical results are given for the synchronization of two 
Sprott’s chaotic electric circuits. 

Keywords: synchronization, Sprott’s circuits 

I. INTRODUCTION  
In biology, medicine and agriculture many systems can be 

modelled as oscillators or vibratory systems and those systems 
show a tendency towards synchronous behaviour. From the 
control point of view, the controlled synchronization is the 
most interesting. That means to design a controller or 
interconnections that guarantee synchronization of the multi-
composed systems with respect to certain desired functional. 
Jackson and Grosu [1] developed a powerful method of 
control: the open-plus-closed-loop (OPCL) method. This 
method is very general and is mathematically based. It offers a 
driving in order to determine a general system to reach a 
desired dynamics. If the goal dynamics is the dynamics of an 
identical system (master system) then the driving is simpler. 
The driving term contains an arbitrary Hurwitz matrix. 
Choosing with care this matrix the driving term can be even 
simpler. This method was used for Chua systems [2], for 
neural systems [3] and for Sprott’s collection [4]. A similar 
strategy can be used for mutual synchronization [5]. More 
than this it can be extend to 3 systems [6] and very recent to 
several systems. This method can be used for Parameter 
Estimation [7]. Sprott ‘s collection can be rewritten into third-
order ODE in a single variable [8]. In addition the author in 
[9] presents some chaotic electronic circuits which can be 
described in the same manner, by the equation: 

)(xGxxx =+Α+ &&&&&   (1) 

These circuits contain resistors, capacitors, diodes and 
operational amplifiers. Here we present one method for 
master-slave synchronization and one for mutual 
synchronization of identical oscillators. We apply these 
methods to the synchronization (master-slave and mutual 
respectively) of two identical oscillators from Sprott’s circuits. 

II. MASTER-SLAVE SYNCHRONIZATION  
A general master system is of the form:  

RnXXF
dt
dX

∈= ),(   (2) 

and the slave system coupled to the master is: 

XxdX
XdF

HxF
dt
dx

=−+= )
)(

()(  (3) 

where H is a constant Hurwitz matrix (a matrix with negative 
real part eigenvalues). The matrix H should be chosen in such 
a manner in order that the coupling to be as simple as possible. 
If the characteristic equation of the matrix H is: 

   032
2

1
3 =+++ aaa λλλ  (4)      

then the Ruth-Hurwitz conditions are  

0;0;0 33211 〉〉−〉 aaaaa    (5) 

One big disadvantages of this general method is that the 
coupling term could be complicated and hard to be 
implemented in practical/engineering applications [4]. 

III. MUTUAL  SYNCHRONIZATION  
Let’s consider two identical general oscillators: 

)(xF
dt
dx

=
            (6) 

and 

  
)(yF

dt
dy

=
   (7) 

In order to obtain synchronization it is necessary to couple 
the two systems.  The coupled systems are: 
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  ).()( yxuxF
dt
dx

+=                                                       (8) 

 ).()( yxuyF
dt
dy

+=    (9) 

where  

2/)())((),( yxds
sdFHyxu −−=  (10) 

and s=(x+y)/2  and  H a Hurwitz matrix. 
We use the notations: s=(x+y)/2 and r=(x-y)/2 and the 

Taylor expansions: 

...)(
)(

)()(

...
)(

)()(

+−+=−

++=+

r
ds

sdF
sFrsF

r
ds

sdF
sFrsF

 (11) 

Subtracting (8) from (7) we obtain   

Hr
dt
dr

=       (12) 

IV. COMPARISON BETWEEN MASTER-
SLAVE  SYNCHRONIZATION AND MUTUAL 

SYNCHRONIZATION  
For the simplest choice of G(x) in (1) of the form 

158.0)( 2 −= xxG ,  
the master system: 

158.0 2
233

32

21

−+−Α−=

=

=

xXXX

XX
XX

&

&

&

  (13) 

The Routh-Hurwitz conditions (4) give: 

)0;6.0(−∈p   

for Α =0.6 
The strange attractor for this system is: 

 
Fig.1. The strange attractor for the system 13 

 
The slave system: 

))(16.15.0(158.06.0 111
2

1233

32

21

Xxxxxxx

xx
xx

−−−+−+−−=

=
=

&

&

&

   (14) 

In Fig. 2 the numerical results are shown for master slave 
synchronization for initial conditions X1(0)=X2(0)=X3(0)=0.1 
and x1(0)=x2(0)=x3(0)=-0.1  

 

 
Fig.2. X1(t), x1(t) from (13) and (14) and p=-0.5 

The systems (5), (6) for the system (11) are: 

1ST INTERNATIONAL WORKSHOP ON NONLINEAR DYNAMICS AND SYNCHRONIZATION (INDS’08)

195



2/)))(2/)(58.05.0(
158.06.0

2/)))(2/)(58.05.0(
158.06.0

1111

2
1233

32

21

1111

2
1233

32

21

yxyx
yyyy
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yy

yxyx
xxxx

xx
xx

+−+−−
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=
=

−+−−
+−+−−=

=
=

&

&

&

&

&

&

 (15) 

Numerical results are shown in Fig. 3 with p=-0.5, 
x1(0)=1; x2(0)=0.1; x3(0)=0.01 and y1(0)=1; y2(0)=0.1; y3(0)=-
0.01 

 
Fig.3. x1(t), y1(t) from (15) and p=-0.5 

V. CONCLUSIONS 
Figures 1 and 2 showed that the synchronization is faster 

for master-slave synchronization than the mutual 
synchronization (t ≈ 25 time unities in the first case and t ≈ 50 
time unities for the second case, this means is obtained two 
times rapidly). Formulation of the Sprott’s oscillator chaotic 
presented in [8], using a jerk function, is simple as form and 
the synchronization is simpler and easily to learn. 
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Abstract— This paper addresses the adaptive synchro-
nization problem of Lorenz system even when its system
structure is imprecise and some of its parameters are
unknown. With only a single observable state, this is
accomplished by a newly designed adaptive observer
based on linear feedback control, where the estimated
parameters are adaptively updated by some dynamical
minimization algorithms. As illustrated with the numerical
simulations, the observer’s states can asymptotically
synchronize with the targeted system, while the unknown
parameters can be identified simultaneously in a fast
convergence rate. Furthermore, the proposed observer
is applied for providing the cryptanalysis of some
Lorenz-based chaotic modulation communication systems.
It is demonstrated that the covered messages can be easily
estimated by such an adaptive attack. Hence, the securities
of those systems are challenged.

Keywords—Adaptive observer; adaptive synchronization;
cryptanalysis; minimization algorithm; secure communica-
tion

I. INTRODUCTION

The importance of chaos synchronization [1] has
aroused a lot of interests, not only because of its
theoretical importance, but also its wide applications,
such as secure communications and data encryption.

In the last two decades, a large number of chaos-based
cryptosystems have been suggested based on the concept
of synchronization, see Refs. [2]–[7] for example. The
success of these cryptosystems is largely dependent on
how resistive they are for different kinds of attacks. In
additions, as pinpointed in [2], the in-use chaotic systems
must also be anti-adaptive in order to prevent intruder
from retrieving the system states and/or the parameters
based on the observability of the transmitted output.

The concept of anti-adaptiveness is closely related
with adaptive synchronization, which implies the

†Corresponding author: Ying Liu, Email:
yingliu2@student.cityu.edu.hk

synchronization of a targeted system without knowing
its exact model. Currently, a variety of adaptive
synchronization approaches have been reported, such
as, Refs. [8]-[15], where Lorenz system is of particular
interest. Lorenz system has been commonly used in
practical communication system designs, as it is a
well-known difficult synchronization problem when
some unknown parameters are resided in all the three
state equations and only the first state is measurable.
As a general remark, this problem is manageable if the
second state is observed [11], [12].

Recently, some static minimization approaches [16],
[17] have been explored to tackle with this difficult
synchronization problem. Evolutionary computation
technique [18], namely particle swarm optimization,
has also been successfully applied for the parameter
estimations in chaotic systems. However, these methods
do not serve the needs for real-time estimation as a set
of fixed record is generally required.

On the other hand, designs based on adaptive rules
[13], [14], [15] provide some possible solutions. In
[13], an adaptive rule for parameter estimation, driven
by the synchronization error, has been suggested for
observer design based on the concept of system control.
However, detailed design procedure is missed, and the
time for synchronization is very long as presented.
Similarly, a local adaptive Lyapunov function has been
established in [14], where parameter adaptive control
loops are designed to synchronize a given system as
well as to estimate its unknown parameters. Although
the construction of this local Lyapunov function is rather
complex, it is considered to be a practical means to
justify the design of the parametric update rules.

In this paper, a new observer based on the linear
feedback control and dynamical minimization algorithm
[11] is proposed to achieve the adaptive synchronization
of Lorenz system. In addition, the designed observer will
also be applied for the cryptanalysis of some chaos-
synchronization based secure communication systems.
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As shown from our simulations, the suggested design
serves as an effective means for challenging the
anti-adaptiveness of those systems.

The rest of the paper is organized as follows.
In Sect. II, a design of observer system proposed
for adaptive synchronization of Lorenz system is
described. The design is then verified and some
simulation results are also given in the same section.
In Sect. III, the proposed observer system is adopted
for the cryptanalysis of some Lorenz-based chaotic
modulation communication systems, supported with
various simulation examples. Finally, conclusions are
drawn in Sect. IV.

II. ADAPTIVE SYNCHRONIZATION OF LORENZ

SYSTEM

In this section, the adaptive synchronization of Lorenz
system is described. To formulate a more challenging
problem, it is assumed that the exact form of Lorenz
equation is unknown while the following generalized
form is considered:

M :





ẋ1 = p1(x2 − x1)
ẋ2 = p2x1 − p3x2 − x1x3

ẋ3 = x1x2 + p4x2 − p5x3

(1)

where x = [x1 x2 x3]T is the state vector and
p = [p1 p2 p3 p4 p5]T are unknown parameters
but linearly depend on the system states.

In (1), an addition term p4x2 is included in the
third equation. It is expected that the exact form of
the equation can be recovered if p4 can be correctly
estimated as zero.

It is also letting that the output is:

y = Cx (2)

where C = [1 0 0] and hence y = x1 is observable.
Similar to all the identification problem, the condition
of persistently excitation is assumed (Note: This is
generally true when the system M is in its chaotic mode).

In order to achieve adaptive synchronization, another
system, known as an observer system S, is to be designed
such that the states and unknown parameters can be
simultaneously estimated. Motivated by a recent work
[15], a new design of S is proposed as follows:

S :





˙̂x1 = q1(x̂2 − x̂1) + k1ey
˙̂x2 = q2x̂1 − q3x̂2 − x̂1x̂3 + k2ey
˙̂x3 = x̂1x̂2 + q4x̂2 − q5x̂3 + k3ey
q̇i = δihi(x̂, ey)µi(x̂) for i = 1, · · · , 5

(3)
where x̂ = [x̂1 x̂2 x̂3]T is the observer state vector;
ey = y − ŷ and ŷ = Cx̂; q = [q1 q2 q3 q4 q5]T

is the estimator for unknown parameter p; K =
[k1 k2 k3]T is the feedback gain to stabilize the linear
part of the original system; δi > 0, i = 1, · · · , 5 are some
stiffness constants; hi and µi are functions to ensure the
minimization of the synchronization errors and to allow
the unknown parameters converging with a similar rate,
respectively.

The detailed design procedures are given as follows:
1) Design K to stabilize the linear part of the system:

Rewrite (1) as

M : ẋ = A(p)x + ϕ(x) ≡ F(x,p) (4)

where F = Fi(i = 1, 2, 3), A(p) =

−p1 p1 0
p2 −p3 0
0 p4 −p5


 and the only nonlin-

earity ϕ(x) =




0
−x1x3

x1x2


 is Lipshitzian, i.e. there

exists a positive constant L <∞, such that

‖ ϕ(x)− ϕ(x̂) ‖≤ L ‖ x− x̂ ‖, ∀x, x̂ ∈ <n (5)

Since A(p) is unknown, for the best estimation,
K is chosen to have all the eigenvalues of
(A(q0) − KC) being negative, where q0 is the
initial guess of the parameter p. For example,
let q0 = [12.0 30.0 2.0 2.0 2.5]T , one has
the feedback gain K = [60 120 0]T , where
the eigenvalues of (A(q0) − KC) are λ1,2,3 =
−49.04,−24.96,−2.50, respectively.

2) Design the function hi, i = 1, · · · , 5:
The updating equations for unknown parameters
are designed based on the dynamical minimization
of the synchronization error ey and the dependence
of parameter qi on the observable state. Details can
be referred to [11], while the concept is briefly
explained as follows.
The major idea is to design the dynamical
equations for unknown parameters qi so that the
synchronization error:

E(qi, t) = min
{

(y − ŷ)2
}

(6)

is to be minimized. With an analogy to an equation
in mechanics, where an overdamped particle goes
to a minimum of a potential, the following design
rules are obtained:

a) if qi appears in the dynamical evolution of
x̂1, we have

hi ∝
∂F1(x̂,q)
∂qi

ey, (7)
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b) if qi appears in x̂i, i 6= 1 and the evolution
of x̂1 depends on state x̂i directly, then

hi ∝
∂F1(x̂,q)
∂x̂i

∂Fi(x̂,q)
∂qi

ey, (8)

c) if qi appears in x̂i, i 6= 1 but the
dynamical function F1 does not depend on
state x̂i explicitly, then a further dependence
according to the dynamical evolution of the
system should be considered as follows:

hi ∝
{∑

k

∂F1(x̂,q)
∂x̂k

∂Fk(x̂,q)
∂x̂i

}
∂Fi(x̂,q)
∂qi

ey

(9)
Hence, for the Lorenz system (1) and the proposed
observer (3), the functions hi can be derived as:

h1 = sgn(x̂2 − x̂1)ey
h2 = sgn(x̂1)ey
h3 = −sgn(x̂2)ey
h4 = −sgn(x̂1x̂2)ey
h5 = sgn(x̂1x̂3)ey. (10)

It should be noticed that a sign function is
now introduced for performance improvement. As
demonstrated in later simulation, not only that (10)
provides a more simple structure, its convergence
speed is also found to be faster. The dependence of
q1 in original functions hi, i = 2, 3, 4, 5 is further
omitted as it is always positive.

3) Design µi such that the convergence rates of the
estimation errors are similar [15]:
The error convergence rate of each parameter
is approximated by the case that it is the sole
unknown. For example, if only p1 is unknown,
by linearizing the error dynamics of the targeted
system (1) and the observer (3) evaluated on a
typical trajectory, one obtains:

{
ė = J11(1)e + J12(1)r
ṙ = J21(1)e

(11)

where e = x− x̂, r = p1 − q1,

J11(1) =



−q1 − k1 q1 0

p2 − x̂3 − k2 −p3 −x̂1

x̂2 − k3 p4 + x̂1 −p5




J12(1) = [x̂2 − x̂1 0 0]T

J21(1) = [−δ1µ1(x̂)sgn(x̂2 − x̂1) 0 0] . (12)

The convergence rate of (11) is then governed by:

Γ1 = −J21(1)J
−1
11(1)

J12(1)

= − δ1
|J11(1) |

µ1(p3p5 + x̂1(p4 + x̂1))|x̂2 − x̂1|

(13)

Similarly, for having other parameters pi, i =
2, 3, 4, 5 as the unknown, we have

Γ2 = − δ2
|J11(2) |

µ2p1p5|x̂1| (14)

Γ3 = − δ3
|J11(2) |

µ3p1p5|x̂2| (15)

Γ4 = − δ4
|J11(4) |

µ4p1|x̂1x̂2| (16)

and

Γ5 = − δ5
|J11(5) |

µ5p1|x̂1x̂3| (17)

where |J11(i) | = (p1 + k1)[p3p5 + x̂1(p4 + x̂1)] −
p1[p5(p2 − x̂3 − k2) − x̂1x̂2 + k3x̂1], in which pi
is taken place by qi.
Obviously, the choice of K should also make
|J11(i) |i=1,···,5 > 0, implying k1 and k2 are large
but k3 is small.
By reviewing the Eqns. (13)–(17), it is noticed
that the convergence of the parameter estimation
is related with the estimated states x̂i. It can also
be observed that Γi, i = 1, 4, 5 are dependent on
higher order terms, while Γi, i = 2, 3 in (14) and
(15) are of first order.
Therefore, in order to force all the Γi to have
similar dynamics and convergence rate, we have
µi = 1, for i = 1, 4, 5 and µi = |x̂2| for i = 2, 3.

Remark 1: When there are multiple unknown
parameters appearing in the dynamical equation of the
non-observable states, the design solely based on the
minimization algorithm [11] may not be successful.
It is due to the fact that the unknown parameters
may converge in different rates, causing a failure of
estimation. Therefore, auxiliary functions µi are now
introduced. It will also be shown in the later section
that this design is valid by verifying some of its local
Lyapunov functions.
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The final adaptive observer is then constructed as:

S :





˙̂x1 = q1(x̂2 − x̂1) + k1ey
˙̂x2 = q2x̂1 − q3x̂2 − x̂1x̂3 + k2ey
˙̂x3 = x̂1x̂2 + q4x̂2 − q5x̂3 + k3ey
q̇1 = δ1sgn(x̂2 − x̂1)ey
q̇2 = δ2|x̂2|sgn(x̂1)ey
q̇3 = −δ3|x̂2|sgn(x̂2)ey
q̇4 = −δ4sgn(x̂1x̂2)ey
q̇5 = δ5sgn(x̂1x̂3)ey

(18)

A. Design Justification

As mentioned in many reports, it is impossible to
construct a global Lyapunov stability function for Lorenz
system if p in (1) is unknown and only x1 is observed.

To justify our design, the local Lyapunov function
approach suggested in [14] is adopted. As pointed out
in [14], it is possible to construct some local Lyapunov
functions based on the information of a control surface
if the observer system is sufficiently robust to parameter
mismatches. It is required that the time average of control
functions must be smooth with respect to the parameter
q near the true value of p, and converge to zero when
p = q.

These criteria can provide a guideline for the design
of the observer S, in turns, become a method to
evaluate whether it can achieve adaptive synchronization.
For multiple parameters identification, the parameter
adaptive control functions (i.e. q̇i) must not only be
smooth, but also converge to zero with similar rates
when q deviates slightly from p. This also explains why
additional function µi has to be introduced.

Consider local Lyapunov functions Ui, i = 1, · · · , 5
defined as follows:

Ui(τ0, T ) =
1
T

∫ τ0

τ0−T
q̇i dτ (19)

where qi ∈ [pi−∆pi, pi + ∆pi], assuming that the other
unknown parameters are set as their nominal values.

Consider the case of p =
[16.0 45.6 1.0 0.0 4.0]T while the system
(1) is in its chaotic mode, Fig. 1 depicts the time
average of Ui(τ0, T ) chosen from each state variable
with T = 250 (denoted as Ui). For clarity, only the
functions U1,2,5 are given, and similar results can be
obtained for U3,4.

From Fig. 1, it can be observed that Ui varies smoothly
when the parameter deviation ∆pi is small. Also, as
illustrated by the slope of the functions, the time average
of all parametric updating functions converge to zero
approximately the same in each individual dimension,
agreeing with our design concept.

-2 -1 0 1 2
-200

-100

0

100

200

∆ pi

U
i

u1
u2
u5

Fig. 1. Ui, i = 1, 2, 5 as a function of the relative deviation of the
parameter error for qi

B. Simulation Results

Now, consider a Lorenz system (1) with unknown
parameter p = [16.0 45.6 1.0 0.0 4.0]T and
follow the procedures described in Sect. II, one obtains
the observer (3).

Let δ1,4,5 = 12, δ2,3 = 2, and assume that the initial
conditions are:

x0 = [1 1 1]T ,

x̂0 = [2 2 2]T and

q0 = [12.0 30.0 2.0 2.0 2.5]T ,

Fig. 2 (a) shows the evolutions of the synchronization
errors based on adaptive synchronization (denoted as
‘2’). For comparison, the same error based on identical
synchronization (i.e. with p known) is also given and
denoted as ‘1’.

Obviously, it takes longer time for the synchronization
error to reduce to a small value when parameters are
unknown. However, as illustrated in Fig. 2 (a), the error
drops exponentially and reaches the order of 10−4 within
about 120s, which is considered to be very fast. In
fact, a shorter synchronization time is possible when
fewer parameters are unknown. For example, if only the
common system parameters p1,2,5 are unknown, it will
only takes about 40s for the synchronization error to
reach the order of 10−4, which is much faster than that
presented in [13], [14].

The estimated parameters qi against time are given
in Fig. 2 (b). It clearly shows that all the estimators
converge to their true values, and the exact Lorenz
equation is identified.
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(a)

(b)

Fig. 2. (a) Synchronization errors
√∑

ei
2 vs t, where ‘1’

and ‘2’ indicate the synchronization errors with normal identical
synchronization and adaptive synchronization, respectively ; (b)
Convergence of the recovered parameter values q1,2/10 and q3,4,5 of
the observer (3) correspond to the true values in the master system
(1)

III. CRYPTANALYSIS OF SOME CHAOTIC

MODULATION SYSTEMS

In this section, it is to suggest an adaptive
attack using the proposed adaptive observer, serving
as the cryptanalysis of some chaos-based secure
communication systems. We will only focus on those
systems using Lorenz attractor as their basic units, such
as [6], [7], although some other chaotic systems with
unknown parameters can also be adaptively synchronized
with the similar approach.

The cryptanalysis is based on the assumption that the
structure of the cryptosystem is known while the system
parameters, which are probably the users’ specific keys,
are kept secret.

A. System I

Recall the system proposed in [7], which can be
expressed as:

M1 :





ẋ1 = p1(x2 − x1)
ẋ2 = p2x1 − x2 − x1x3

ẋ3 = x1x2 − p̃3x3

(20)

where p̃3 = p3 + m(t) × ∆, m(t) = ±1 and ∆ is a
constant.

The parameters pi, i = 1, 2, 3 are considered to be the
secret keys. The message m(t) is used to modulate p3

and the signal x1 is transmitted.
1) Case I: In our simulation, the same parameters

given in [7] and [14] are used. They are: p1 = 16, p2 =
45.6, p3 = 4.2 and ∆ = 0.2. As shown in Fig. 3, the
two chaotic attractors corresponding to m(t) = ±1 look
very similar.
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(a)
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80

100
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x 3

(b)

Fig. 3. (a) The chaotic attractor of Lorenz circuit for encoding (a)
‘-1’ and (b) ‘1’

It should be noticed that the realization of Lorenz
system in electronic circuit involves a particular time
constant, and hence a transformation of time-scale is
needed. As determined in [14], the new time-scale t =
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τ/T0, where τ is the time-scale used in simulation and
T0 = 2505.

When the bit duration time of m(t) is sufficiently
long (say 16ms), as shown in Fig. 4, the parameter q3
can correctly follow the modulated value p̃3, and the
original message m(t) can be obtained by estimating the
medium value of q3. Due to the transient effect, some
errors are noticed in the first few milliseconds, which
can be improved with the use of a moving average filter.
In our simulation, a moving average filter with a length
1ms is adopted for the first 2ms.

Fig. 4. Parameters qi, recovered message m̂(t) and the plaintext
m(t) vs t

2) Case II: In the second case, the bit duration time
is reduced to 4ms which is much smaller than the
synchronization transient time. As compared with the
attack suggested in [14] in which a wrong estimation of
p̃3 is obtained, the value of q3 obtained with the proposed
observer design is more accurate. By taking the average
of the maximum and minimum values of q3 after the
initial transient time (in our example, 2ms), we get a
coarse estimate p3 ≈ 4.2, which is further employed as
the threshold to recover the message m(t). Note that
the value of the threshold is not exclusive and strict.
Generally, it can be chosen as the mean of the maximum
and the minimum of the modulated parameters (after the
initial transient time). The simulation result is shown
in Fig. 5. Again, to avoid errors caused by the initial
synchronization process, a moving average filter with

length of 1ms has been used for the first 2ms.

Fig. 5. Parameters qi, recovered message m̂(t) and the plaintext
m(t) vs t

B. System II

In our second example, the system described in [6] is
studied. The message is used to modulate the parameter
p2 in the cryptosystem (20), which can be described as
follows:

M1 :





ẋ1 = p1(x2 − x1)
ẋ2 = p̃2x1 − x2 − x1x3

ẋ3 = x1x2 − p3x3

(21)

where p̃2 = p2 + m(t) × ∆, m(t) = ±1 and ∆ is a
constant. Again, the state x1 is used as the output signal.

1) Case I: Now, it is letting that the system true
values are: p1 = 10, p2 = 30, p3 = 8/3, and ∆ = 2.
The same message as in the Case I of System I is to be
transmitted, with the bit duration period of 16ms (again,
it is based on the new time-scale). Figure 6 depicts the
estimators for the unknown parameters and the decoded
message from the system parameters. From the result,
it can be observed that the estimator q2 closely follows
the modulation p̃2, while the other two parameters also
reflect the switch of the message from one value to the
other. By using a simple threshold test, i.e. p2 = 30 (it is
determined by taking the mean of the maximum and the
minimum values of q2 after the initial transient time of
2ms.), one can easily decode the message signal m(t). In
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this example, a moving average filter with a length 1ms
is employed in the whole process for message recovery,
in order to reduce the transients. Therefore, there exists
a time delay, less than 1ms, in the recovered signal.

Fig. 6. Parameters qi, recovered message m̂(t) and the plaintext
m(t) vs t

2) Case II: In this case, the bit rate of the message is
increased, and the bit duration time is set as 4ms. As the
bit duration time is very short, the convergence speed of
the adaptive observer should be fast enough to correctly
reveal the message. Therefore, in this example, a large
feedback gain and stiffness constants are used.

The simulation results are shown in Fig. 7 with
parameter settings: δ1,3 = 24, δ2 = 30 and the feedback
gain K = [120 300 0]T . It is noticed that the transient
time for the System II is much longer than the System
I, yet the message can still be correctly recovered by the
use of a moving average filter with a length of 1ms and
a simple threshold test after about 10ms.

IV. CONCLUSIONS

In this paper, the adaptive synchronization of Lorenz
system with total five unknown parameters is achieved.
An adaptive observer is designed for this difficult task,
based on the concept of feedback control and dynamical
minimization algorithm. The design is verified by the
use of a local Lyapunov function approach. As shown in
the simulation results, both state synchronization errors

Fig. 7. Parameters qi, recovered message m̂(t) and the plaintext
m(t) vs t

and parameter estimation errors converge to zero within
a short transient, achieving the adaptive synchronization
with good quality.

In addition, the adaptive observer is used as a means to
perform the cryptanalysis of some chaos-synchronization
based secure communication systems, in which one of
the system parameters is used as carrier to transmit
the information signal. From the view point of system
adaptive control, the securities of those systems are
questionable. Simulation results have shown that the
transmitted message of different bit rates can be correctly
extracted by an intruder, even though the exact parameter
values in the transmitter are unknown.
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Abstract— This paper introduces a novel ensemble learning
approach based on recurrent radial basis function networks
(RRBFN) for time series prediction with the aim of increasing
the prediction accuracy. Standing for the base learner in this
ensemble, the adaptive recurrent network proposed is based
on the nonlinear autoregressive with exogenous input model
(NARX) and works according to a multi-step (MS) prediction
regime. The ensemble learning technique combines various MS-
NARX-based RRBFNs which differ in the set of controlling
parameters. The evaluation of the approach which uses two
known benchmark time series, Sunspot and chaotic Mackey-
Glass, includes a discussion on the performance of the individual
predictors and their combination.

I. INTRODUCTION

A temporal sequence is a set of finite set of discrete items
linked or correlated in time. Items may be scalars or vectors.
Essentially time series can be classified into 3 types: deter-
ministic, stochastic, chaotic [1]. In deterministic time series,
the items and their order are specified with 100% certainty.
Typically, stochastic time series result from measuring the
behavior of some dynamic systems for which the observed
variability has random noise as a basic component. On the
other hand, while similar to stochastic time series, in chaotic
time series the observed variability is not due to noise, but
to nonlinear interaction among the variables of the underlying
deterministic system.

In learning temporal (and spatial) sequences for predictions
purposes, recurrent neural networks have attracted a lot of
attention. There exist a number of studies showing different
neural architectures and relying on different learning models,
i.e., supervised, unsupervised and with reinforcement. While
supervised learning recurrent algorithms seem to be the most
popular ones [2], [3], unsupervised learning (i.e, clustering)
has witnessed increasing attention especially with the advent
of self-organized maps and vector quantization networks [4].
Reinforcement on the other hand has been applied for time
series in a smaller number of studies [5].

Temporal relationship often are captured using feedback
connection in neural networks. This has resulted in a number
of architectures and have been classified in 3 main groups [6].
globally recurrent networks [2], locally recurrent networks [3]
and nonlinear autoregressive with exogenous input networks
(NARX networks) [7]. In the first class, hidden nodes provide
a context (hidden states) and are globally fed back as new
input. In locally recurrent networks, the feedback connections

are allowed only from neurons to themselves (looped neurons).
In the NARX architecture, the output of the network are fed
back to the input layer.

In this paper we use a new adaptive NARX recurrent radial
basis function network as a prototypical base learner for an
ensemble learning approach. This neural network is called
a MS-NARX-RRBFN standing for multi-step NARX-based
recurrent radial basis function network. As will be described in
Sec. II, the aim is to construct parsimonious and flexible radial
basis function networks. To achieve such a gaol, the proposed
neural network is equipped with multi-step-ahead prediction
mechanisms and is totally self-adaptive in the sense that most
of the parameters defining its architecture are learned too.

In addition to the multi-step-ahead prediction strategy en-
dowing the radial basis function network during training, to
further enhance the prediction accuracy, a neural ensemble
(committee) predictor is devised. This ensemble is generated
by varying the MS-NARX-RRBFN allotting different settings.

Ensemble learning has recently attracted much attention due
to its ability to perform better than single learning model and
to discover regularities in dynamic and non-stationary data.
Ensemble methods aim at leveraging the performance of a set
of models to achieve better prediction accuracy than that of the
individual models. While in some literature sources, authors
refer to individual models as weak learners, it is however
necessary to have them as competent as possible [8]. This
is the approach taken in this paper. We aim at obtaining
a set of competent complementary decision makers. It is
worth stressing here to note that due to the non-stationarity
characterizing time series, prediction by means of committee
learners is indeed a very appealing approach.

The rest of this paper is organized as follows. Section II
describes the base learner used in this ensemble predictor.
Section. III introduces the ensemble predictor. In Sec. IV, the
evaluation of the proposed approach is discussed.

II. RECURRENT MULTI-STEP RBFN

Like multilayer perceptron, RBF neural networks are func-
tion approximators [9] able of learning to map a given input
set to its corresponding output set. In a RBF network, the
hidden units form a set of functions that compose a random
basis for the input patterns, hence the name of radial basis
functions [10]. They serve to perform a nonlinear transfor-
mation of the patterns into a high-dimensional space in order
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to tackle the problem of pattern separability. An interesting
development stage of RBFNs is regularization that allows to
enhance the generalization of the network via interpolation
mechanisms in the high-dimensional space [11].

This generalization capability, however, depends largely on
the appropriateness of the model’s parameters, i.e. centers,
number, form, and width of the radial basis functions and the
learning algorithm used to train the network. As to this latter
aspect, several RBFN training schemes have been developed.
The known ones include gradient descent [10] and orthogonal
least square optimization [12]. Such training schemes may
involve learning the RBF parameters also. In fact, the centers
of the radial basis functions can be determined either by
clustering (and vector quantization) [13] or can along with
the radial basis widths be part of the training stage [10].

The number of radial basis functions depends on the data
and should be carefully selected. It can either a priori fixed
and remains static or dynamically set (i.e., centers are added or
deleted) in the course of training. To avoid such a problematic,
a criterion that defines the optimum number of basis functions
for the RBF networks has been introduced in [14]. Such a
criterion relies on Steins unbiased risk estimator to derive an
analytical criterion for assigning the appropriate number of
basis functions.

Moreover, there exists a set of basis functions that can be
used and for which the interpolation can be achieved. These in-
clude multi-quadratic, Gaussian, inverse multi-quadratic, thin-
plate spline, cubic and linear. These functions have been
compared on time series in [15]. The authors recommend to
try various basis functions with their range of widths to find
an optimal solution.

Motivated by these considerations about the network’s ar-
chitecture and the diversity of heuristics used to estimate
the network’s parameters as discussed earlier, it seems very
appealing to use ensemble learning to face such diversity and
tuning problems. The ensemble method we propose in this
paper relies on the NARX architecture of recurrent neural
networks. Compared to globally recurrent networks, in NARX-
based recurrent networks the states of the network are obtained
from the output layer not from the hidden layer. In terms of
complexity, NARX models are less dense since the size of
hidden layer is larger than that of the output layer. In the case
of time series, the output layer consists of only one neuron.

NARX-RRBFN relies on the nonlinear autoregressive model
with exogenous inputs that is described by:

ŷ(t+ 1) = F (x(t+ 1), · · · , x(t−Dx), y(t), · · · , y(t−Dy))
(1)

where x(t) and y(t) are the input and output of the non-
linear system at time t, F is a nonlinear function, Dy and Dx

represent the order of the model. For time series, this model
is reduced to:

ŷ(t+ 1) = F (y(t), y(t− 1), · · · , y(t−D)) (2)

where D is the size of a time window. In other terms, the time
series behavior can be captured by expressing the value y(t+1)

as a function of the D previous values of the time series,
(y(t) · · · (y(t−D)). Syntactically such behavior corresponds to
one-step prediction which “fits” the last D samples to estimate
the current value at time t. However, such a prediction scheme
may not provide enough information especially if one wants
to anticipate the behavior of the time series evolution.

To overcome this, NARX-RRBFN can be enhanced by
embedding a multi-step predictive model that offers the pos-
sibility to handle complex dynamics over a long period of
time. The idea underlying multi-step predictive model, as a
generalization of the one-step model, is that predicting at time
t + 1 requires to perform p prediction steps ahead into the
future, i.e. ŷ(t + 1), · · · , ŷ(t + p + 1). Hence, the goal is to
approximate the function F such that the model given by Eq. 2
can be used as a multi-step prediction scheme.

The mathematical formulation of multi-step prediction is as
follows:

ŷ(t+ p+ 1) = F (ŷ(t+ p), · · · , ŷ(t+ 1), y(t), · · · ,
y(t−D + p)) (3)

where p is called prediction horizon. Basically this formulation
can be unfolded as follows:




ŷ(t+ 1) = F (y(t), · · · , y(t−D))
ŷ(t+ 2) = F (ŷ(t+ 1), y(t), · · · , y(t−D + 1))

· · · = · · ·
ŷ(t+ p+ 1) = F (ŷ(t+ p), · · · , ŷ(t+ 1),

y(t), · · · , y(t−D + p))

(4)

which suggests that at any time t, predictions have to be
made based on the time interval [t + 1, t + p + 1] taking D
samples as input. Such input is split into two parts: context
input and external input. The context input stands for the
internal states of the network which are obtained from the
delayed network output. They memorize the context of the
current input by recalling information about the past. This
context provides the network the ability to handle long-term
predictions. Indeed for the sake of long-term predictions, the
multi-step approach adopted here allows the network to take
future sample change over a prediction horizon into account.
The external input represents the last samples seen by the
network preceding the current time t. Initially these samples
act as a window that represents the historical trend obtained
directly from the data. This means that the predicted network
output ŷ(t + 1) at instant t + 1 is sent back as input for the
next step prediction. The remaining input part corresponds to
the input values shifted ahead by one sample.

Graphically the multi-step NARX-RBFN is portrayed in
Fig. 1 and its unfolding architecture is portrayed as a cascade
of RBFNs in Fig. 2.

Basically the function F in Eq. 3 has the form of

ŷ(t+ p+ 1) = F (ŷ(t+ p), · · · , ŷ(t+ 1), y(t), · · · ,
y(t−D + p),Θ) (5)
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Fig. 1. Recurrent radial basis function with multi-step learning

Fig. 2. Unfolding the multi-step NARX-RRBFN

where Θ is the parameter set of the model (Ci,Σi,W ) which
stands for the centers and widths of the radial basis functions
and the weights between the hidden and the output layers.

To define Θ = {vj , σj , wj}, the following performance
index has to be minimized:

Q(t+ 1) =
1
2

p∑

i=1

(y(t+ i+ 1)− ŷ(t+ i+ 1))2 (6)

standing for the multi-step prediction error.
Since, the present work is about adaptive recurrent radial

basis function network, the weights, centers, and widths of the
radial basis functions are updated using the following gradient
descent rules:

∂Q

∂Θ
:
∂Q

∂vj
,
∂Q

∂σj
,
∂Q

∂wj
(7)

Recall that the output node is a linear combination of a set of
basis functions:

ŷ(xi) =
H∑

j=1

wjφj(xi) (8)

where xi is the input vector with elements xim (where m is
the dimension of the input vector); vj is the center vector of
the basis function φj(.) with elements vji; wj are the output
layer’s weights. The hidden nodes equipped with the basis
function φj(xi) are nonlinear, while those of the output are
linear.

The radial basis function takes different forms which we
will use in ensemble learning approach intended in this study.
These forms are shown in Tab. I. For the sake of simplicity we
omit the index (t+1) from Eq. 7. Therefore, ŷ(t+ 1 + i) (resp.
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TABLE I
RADIAL BASIS FUNCTIONS

Function Form

Gaussian e
(− ||y−vj ||

2

2σ2
j

)

Multiquadratic (||y − vj ||2 + σ2
j )

1
2

Inverse multiquadratic (||y − vj ||2 + σ2
j )−

1
2

Cubic ||y − vi||3

y(t+ 1 + i)) will be written ŷi (resp. yi). Then the following
holds:

∂Q

∂wj
=
∂Q

∂ŷi

∂ŷi

∂wj
= −(yi − ŷi)φj (9)

Hence, the weight can be updated as follows:

wj = wj − η1
∂Q

∂wj
= wj + η1(yi − ŷi)φj (10)

To update the centers we need to compute:

∂Q

∂vj
=
∂Q

∂ŷi

∂ŷi

∂φj

∂φj

∂vj
= −wj(yi − ŷi)

∂φj

∂vj
(11)

leading to the following update rule:

vj = vj − η2
∂Q

∂vj
= vj + η2wj(yi − ŷi)

∂φj

∂vj
(12)

The last update operation is that of the width which requires:

∂Q

∂σj
=
∂Q

∂ŷi

∂ŷi

∂φj

∂φj

∂σj
= −wj(yi − ŷi)

∂φj

∂σj
(13)

leading to the following update rule:

σj = σj − η3
∂Q

∂σj
= σj + η3wj(yi − ŷi)

∂φj

∂σj
(14)

The MS-NARX-RRBF learning algorithm consists of the
steps shown in Alg. 1. For a particular base learner, the
architecture of the RRBF is kept fixed but the input layer is
dynamic. Just recall that at time t, the algorithm must predict
the time series values at instants t + 1, · · · , t + p + 1 during
which the number of external input nodes decreases from D+1
to D+ 1− p while the number of context neurones increases
from 0 to p. Thus, initially the number of context nodes is
0 and the external nodes correspond to the input indexed by
t, · · · , t − D. Generally, at time t + i to predict the future
t + i + 1th time series sample, the context nodes receive
output corresponding to the predictions realized in interval
[t+ 1, t+ 1 + i− 1 = t+ i] (i.e, the number of context nodes
is (t+ i)− (t+ 1) = i− 1, whereas the external input nodes
correspond to the time series samples indexed by time interval
[t−D+ i− 1, t] (since the window is of length D+ 1). Note
that to learn the last p training samples of the time series, the
number of context nodes will not exceed T−i (since t+i ≤ T
must hold, where T is the size of the training data). On the
other hand, in this study p is set to value less D + 1, so that
we have at least one external input, otherwise all neurons in
the input layer will be context nodes.

Algorithm 1 : Training the multi-step NARX-RRBFN
1: - Initialize η1, η2, η3, the size of the hidden layer H , the

prediction horizon p, the window D (such that p <= D
to avoid learning exclusively from future predictions).

2: repeat
3: - Set the initial input window [y1, · · · , yD]
4: - Initialize the network: radial basis function type, initial

centers (V ), width (σ) and the weights (W )
5: for t = D + 1 to T − 1 do
6: - Compute ŷ(t+ 1) = F (y(t), · · · , y(t−D))
7: for i = 1 to p do
8: - Recursively predict the output ŷ(t+ i+ 1) of the

current configuration of the NARX-RRBFN using:

ŷ(t+ i+ 1) = F (ŷ(t+ i), · · · , ŷ(t+ 1),
y(t), · · · , y(t−D + i− 1))

9: - Update the parameter set Θ = {V,Σ,W} ac-
cording to Eqs. 12,14, 10 respectively

10: - Update the input sequence at the input layer
11: end for
12: end for
13: until Stopping criterion is met

III. ENSEMBLE LEARNING

Radial basis function neural networks are universal non-
linear function approximators with a controllable complexity.
They are known for their prediction power. However, due to
the diversity and the definition range of their parameters, the
performance of these neural networks may vary strongly. To
alleviate the effect of parameter setting, it seems appealing to
combine in a symbiotic way several predictors. The idea is that
even if the performance of one or few neural networks may
not be that much satisfactory, the ensemble of the algorithms
can still predict the correct output. Usually, when the task
is relatively hard, multiple predictors are used following the
conquer-and-divide principle [16].

Ensemble learning has been mostly applied for classification
problems. However, recently a certain number of studies pro-
pose their application for time series forecasting problems. For
instance, an ensemble learning based on feedforward neural
networks has been proposed in [17] for time series forecasting.
In [18], the ensemble combines radial basis function networks
and the Box-Jenkins models. In [19], a combination genetic
classifiers is proposed for predicting stock indexes, while
in [20], a hybrid combination of neural networks and the
ARIMA model is applied for time series forecasting. In [21],
an ensemble of Elman networks combined by Adaboost is
proposed for predicting drug dissolution profiles. Similar work
has been investigated in [22] relying on Adaboost and its
variants such as Adaboost.R proposed in [23].

It is important to note that most of the studies rely on one
scheme that is classifier combination trained on different data
sets. In this scheme several classifiers, each trained on ran-
domly generated sets (re-sampling from a larger training set)
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TABLE II
DIVERSITY CRITERIA

Parameter Value set
1- Learning {Gradient descent}
2- Number of RBFs {Fitting mixture of Gaussians

using EM)}
3- Type of RBFs {Multi-quadratic, Gaussian, in-

verse multi-quadratic, cubic}
4- Width of RBFs {Gradient descent}
5- Center of RBFs {Gradient descent}
6- RBFN Architecture {Globally recurrent}

TABLE III
COMBINATION RULES

Rule Expression

Average Rule Oj(x) = 1
N

∑N
i=1O

j
i (x)

Max Rule (optimistic) Oj(x) = maxN
i=1O

j
i (x)

Min Rule (pessimistic) Oj(x) = minN
i=1O

j
i (x)

are combined to perform the classification or regression task.
These include stacking [24], bagging [25] and boosting [23].

In this study we rather focus on a different scheme that is
combination of different classifiers [16], [26]. According to
this scheme, the classifier ensemble contains several classi-
fiers of different types (neural networks, decision trees, etc.),
of different parameters (e.g. in multi-layer neural networks:
different number of hidden layers, different number of hidden
neurons, etc.), or trained using different initial conditions (e.g.
weight initialization in neural networks, etc.) The application
of such scheme is not well studied in the context of time
series. For instance, in [26], an ensemble learning model using
the fuzzy k-nearest neighbor classifier as a base classifier is
proposed. K-nearest neighbor classifier is also used in [27]
but combined with multi-layer perceptron, nearest trajectory
models and some polynomial models.

In our study we focus on recurrent radial basis functions
adapted to the NARX architecture and working in a multi-
step prediction regime shown in Alg. 1. This ensemble of
recurrent neural networks are mainly diversified according to
the architecture, type of radial basis function, the initialization
of the weights, and the initial position of the radial basis
functions (see Tab. II). As already mentioned, there exist many
ways the individual NARX-RBFFN can be combined. In the
present study, we consider the rules shown in Tab. III.

IV. NUMERICAL SIMULATIONS

A. Benchmarks

In this study, we will rely on two major data sets to evaluate
the proposed approach. These are the sunspots and the chaotic
Mackey-Glass time-series datasets. The former contains the
yearly number of dark spots on the sun from 1700 to 1979.
The time series has a pseudo-period of 10 to 11 years. In
many studies, the training set includes the time series from

Fig. 3. Mackey-Glass time series

Fig. 4. Sunspot time series

1700 to 1920, while the testing set consists of two subsets,
1921-1955 (test1) to be used here and 1956-1979 (test2).
The chaotic Mackey-Glass time-series are generated by the
following nonlinear differential equation:

dx(t)
dt

= −0.1 ∗ x(t) +
0.2 ∗ x(t− τ)
1 + x10(t− τ)

(15)

The initial conditions used in our test bench are set as x(0) =
0.8 and t = 17. These are set so in order to conduct a
comparative study against other approaches using the same
benchmarks.

B. Experiments

To assess the proposed approach, we study two aspects:
(i) the prediction accuracy of the individual networks, (ii) the
accuracy of their combination following the the four types
of radial basis functions on both data sets: the sunspots and
the chaotic Mackey-Glass time-series. For the sake of the
evaluation, the root mean squared error (RMSE) measure is
used to quantify the goodness-of-fit. It is given by:

RMSE =

√∑N
i (y(i)− ŷ(i))2

N
(16)

Before starting the evaluation of each of the individual
NARX-RBFNN, it is important to check the effect the key
parameters that characterize the proposed NARX architecture.
Basically, these parameters include the time window size (D)
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Fig. 5. The effect of window size

Fig. 6. The effect of the prediction horizon

used for training the networks and the prediction horizon (p),
and the number of radial basis functions. Figures 5 and 6 show
the effect of the two parameters on the prediction root mean
square error for both data sets.

The observed trend from these figures is that for the sunspot
time series, small window size is preferred. In fact, when D =
3, a least root mean square error is obtained. In the case of
Mackey glass data set, there is no clear trend window size,
though larger sizes seem to be preferred. On the other hand,
small size of the prediction horizon is preferred for both data
sets. These results are consistent with the variability of time
series. Indeed, the variability of Mackey-glass, that is 0.0556,
is far smaller than that of sunspot (1554.20). Therefore, it is
important to set the window time in the case of sunspot also
smaller than that applied to the Mackey-glass time series.

This experiment has allowed to estimate the near-optimum
D and p(in a certain range of values). In the next experiments,
we will consider Dsunpot = 3, DMackey = 9, psunpot = 2,

Fig. 7. The effect of cluster number - sunspot

Fig. 8. The effect of the cluster number - Mackey glass

and pMackey = 2.
On the other hand, to find the optimal number of radial

basis functions used by the neural networks, we have used the
Bayesian Information Criterion (BIC) to judge the statistical
significance of a number of inspected finite mixture models.
We do that by relying on the expectation maximization al-
gorithm. The highest BIC value corresponds to the optimal
number of radial basis function.

As expected, the BIC increases as the number of clusters
increases. However, a significant increase is obtained after
setting the number of clusters to 48 in the case of Mackey
glass data and 56 for the sunspot data. This has also been
noticed when computing the root mean square error as shown
in Figs. 7 and 8 for the case of Gaussian radial basis function
as an illustrative example. Therefore, we have considered 60
and 50 clusters for sunspot and Mackey glass respectively.

Applying the set of NARX-RBFNNs under the optimal
conditions (i.e., optimal number of radial basis functions,
size of the time window, size of the prediction horizon) on
the training and testing data of both data sets, we obtain
Figs. 9, 10, 11, and 12. These show how good the fit is.
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TABLE IV
COMBINING THE NARX-RBFNNS (RMSE)

Sunspot Mackey Glass
Train Test Train test

Radial basis functions

Gaussian 1.2613 0.2603 0.5119 0.6782
Multiquadratic 1.3660 0.2653 0.6636 1.0302
Inverse multiquadratic 1.3350 0.2643 0.7696 1.1985
Cubic 1.4385 0.2654 0.6590 1.2293

Combination rules
Max rule 1.3551 0.2399 0.7277 1.1631
Min Rule 1.4010 0.2784 0.7240 1.1866
Average 1.2401 0.2231 0.5040 0.5999

Fig. 10. Testing the individual NARX-RBFNNs - sunspot

Fig. 9. Training the individual NARX-RBFNNs - sunspot

The combination of the four NARX-RBFNNs according to
the combination rules portrayed in Tab. III yields the results
shown in Tab. IV with respect to both data sets. The accuracy
of the ensemble is much higher compared to each of the
individual predictor. The average rule is the best combination
rule. Comparing the individual NARX-RBFNNS on these two
particular time series, it seems that the Gaussian radial basis

Fig. 11. Training the individual NARX-RBFNNs - Mackey glass

Fig. 12. Testing the individual NARX-RBFNNs - sunspot
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function produces more accurate fitting.

V. CONCLUSION

The present paper deals with a new method of time series
predictions based on multiple predictors. Each of these is
a multi-step nonlinear autoregressive with exogenous input
model (NARX) radial basis function network. Relying n two
time series, the experiments have shown that the combination
improves the prediction accuracy. However, it is still necessary
to conduct further experiments with a larger sets of time series
in order to thoroughly assess the approach suggested in this
study.
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Abstract—Recognition of characteristic patterns is proposed 

in this paper in order to diagnose the presence of 
electromechanical faults in induction electrical machines. Two 
common faults in this type of machines are considered; broken 
rotor bars and mixed eccentricities. The presence of these faults 
leads to the appearance of frequency components following a 
very characteristic evolution during the startup transient and 
other transients through which the machine operates. The 
identification and extraction of these characteristic patterns 
through the Discrete Wavelet Transform (DWT) has been proven 
to be a reliable methodology for diagnosing the presence of these 
faults, showing certain advantages in comparison with the 
classical FFT analysis of the steady-state current. In the paper, a 
compilation of healthy and faulty cases are presented; they 
confirm the validity of the approach for the correct diagnosis of a 
wide range of electromechanical faults. 

Keywords—electric machines, fault diagnosis, wavelet 

tramsform, broken bars, eccentricties 

I. INTRODUCTION  
Electrical induction machines are of extensive use in many 

industrial processes. An unexpected fault in these machines 
can lead to high expenses in terms of time and costs, since 
most of the times they are critical elements in those processes 
in which they are involved. Due to this fact, the diagnosis of 
the possible faults taking place in these devices has become a 
topic of special interest and concern in the industrial 
environment [1-2]. The development and optimization of 
techniques being able to detect the possible failures in an 
earlier stage have been the motivation of many works during 
these last few years. 

   Statistical studies [1] on the occurrence of 
electromechanical faults in asynchronous machines show a 
significant percentage of faulty events related to the rotor, 
such as rotor bar breakages and various modalities of 
eccentricities; they have been deeply analyzed in the literature 
due to their particular hazard caused by the progressive 

propagation or the possibility of rotor to stator rub [3-5]. 

   Most of these faults lead to some effects in the different 
electromechanical quantities of the machine (currents, 
vibrations, fluxes, torque…) which may help to diagnose the 
presence of the corresponding failure. Indeed, some studies 
have investigated the effect that each particular fault provokes 
on the different electrical quantities, trying to obtain the most 
suitable for diagnosing the presence of each failure, according 
to its sensitivity, non-invasive nature and other criteria. 

   In the industrial environment, the most common 
approach for the diagnosis of most of the faults (for instance, 
rotor asymmetries or different types of eccentricities) is based 
on the analysis of the current demanded by the machine; this 
is a quantity easy to be measured in a non-invasive way, this 
is, without interference on the usual operation of the machine. 
The equipment required for capturing the current signal is 
very simple and also the software needed for its computation. 

   The classical diagnosis method based on current analysis, is 
focused on applying the Fourier transform to the current of the 
machine during its steady-state operation. Under ideal 
operation and healthy condition, this should be a pure 
sinusoidal signal, so the Fourier analysis would reveal the 
presence of a single frequency component at the supply 
frequency. However, even under healthy condition, this 
spectrum is usually polluted by other frequencies caused by 
the slotting, non-ideal winding distribution, perturbations in 
the operation of the machine, noises, transient oscillations or 
even rotor imperfections due to the manufacturing process [6-
7].  

   In the case of a faulty machine, for instance a machine 
with rotor asymmetries or a machine with certain level of 
eccentricity, some particular frequency components appear in 
the Fourier spectrum of the steady-state current. Many authors 
have studied the frequencies amplified by the presence of 
these faults; these works have led to expressions that have 
become very common in the industrial environment for 
diagnosis purposes; for instance, in the case of rotor bar 
breakages, the main frequencies amplified by the presence of 
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the fault are given by (1) (with s=slip and f=supply frequency) 
and they are known as sideband components [4]. These 
components are shown in Figure 1, corresponding to a loaded 
machine with two broken bars. Analogue expressions are 
obtained for the case of static, dynamic or mixed 
eccentricities.   

                                 )21( sf ⋅±⋅=sf                                (1) 

 

 

 

 

 

 

 

Figure 1.  FFT of the steady state current for a loaded machine with two 

broken bars. 
 

     This classical approach based on the steady-state 
analysis of the current, has some drawbacks reported by 
several authors [6-7]; for instance, when the machine is 
unloaded or lightly loaded, the diagnosis of rotor asymmetries 
or even eccentricities can become specially difficult due to the 
low value of the slip [6-7], causing that the frequency 
components used for the diagnosis overlap the frequency of 
supply (Figure 2(a)). Moreover, other common phenomena 
such as load fluctuations or voltage oscillations can introduce 
frequencies very close to those amplified by the previous 
faults, leading to confusion or even to a wrong diagnosis 
(Figure 2(b)). 

 

 

 

 

 

 

 

                   (a)                                              (b) 

Figure 2.  FFT of the steady state current fo: (a) unloaded machine with two 

broken bars (b) healthy machine with fluctuating load torque . 
 

   Due to all these facts, some authors have proposed the 
study of the transient processes of the machine as an 
alternative way to obtain additional information which could 
complement that provided by the steady-state methods. In this 
context, the study of the current during the connection process 
of the machine (startup transient) has drawn most of the 
attention [7-12]. The implicit common basis of these methods 
is the detection of the evolution during that transient of certain 
characteristic components created by the corresponding fault. 

   In this context, a new methodology based on the 
application of the Discrete Wavelet Transform (DWT) to the 
startup current, and the subsequent study of the wavelet 
signals resulting from the transform was proposed recently [8-
12]; these signals enable not only the mere detection, but also 
the extraction of the evolution during the transient of the 
components created by each fault, arising characteristic 
patterns that could be used for the reliable diagnosis of the 
fault. The further automatic recognition of these patterns, 
using modern image recognition algorithms would enable the 
on-line diagnosis of the corresponding fault as well as the 
quantification of the degree of severity.  

   The aim of this paper is to review the proposed diagnosis 
methodology, presenting a compilation of different cases. 
These experimental cases are referred to a 1.1 kW machine 
operating under various conditions and with different faults. In 
some of the presented cases, the classical diagnosis method, 
currently used in the industrial environment and based on the 
application of the FFT to the steady-state current, is not 
suitable or leads to a confusing diagnostic. The results show 
the validity of the method for the reliable diagnosis of the 
failure. This might lead to the possible future implementation 
of portable condition monitoring devices based on this 
methodology.  

II. ELECTROMECHANICAL FAULTS DURING THE 

STARTUP 
Two main faults are considered in the paper; broken rotor 

bars and dynamic eccentricities: 
 
A. Broken Rotor Bars 
 The presence of broken rotor bars introduces, in the 

steady-state current spectrum, two sideband components 
around the supply frequency, with frequencies given by (1). 
During the startup transient, the slip s changes from 1 to a 
value very close to 0. As the slip varies, the frequency of the 
component with negative sign in (1) (left sideband 
component) also changes; it decreases firstly from a value 
equal to the supply frequency to 0 Hz and it increases again up 
to reaching a value very close to the supply frequency [7]. Its 
amplitude also evolves in a very characteristic way [8]. The 
extraction of that characteristic transient waveform has 
revealed as a reliable way for diagnosing the presence of the 
asymmetry in the machine. 

 
B. Dynamic eccentricities 

  Some authors [3] have provided a general expression for 
the frequencies amplified by mixed eccentricities:  

                          ecc 1

1
(1 ( )

s
f f m

p
� �−= ±� �
� �

                            (2) 

where p= number of pole pairs and m=1,2,3… 
     As it was proven in previous works [9], the slip variation 
during the startup leads to a particular evolution of the 
frequency components created by the eccentricity. For m=p/2, 
considering f=50Hz, two frequency components with very 
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characteristic evolutions appear; one of them evolving during 
the transient from 50 Hz to 25 Hz and the second  changing 
from 50 Hz to 75 Hz [9]. This variation, totally different from 
that of the broken bars, can be also used for the diagnosis of 
the eccentricity. 
 

III. DISCRETE WAVELET TRANSFORM 
The main idea that underlies the application of the DWT is 

the dyadic band pass filtering process carried out by this 
transform. Provided a certain sampled signal s= (i1, i2, …iN) , 
the DWT decomposes it onto several wavelet signals (an 
approximation signal an and n detail signals dj) [7, 13]. A 
certain frequency band is associated with each wavelet signal; 
the wavelet signal reflects the time evolution of the frequency 
components of the original signal s which are contained within 
its associated frequency band [7, 14]. 

   More concretely, if fs  (samples/s) is the sampling rate 
used for capturing s, then the detail dj contains the information 
concerning the signal components with frequencies included 
in the interval: 

 f(dj)∈[2-(j+1)⋅fs , 2
-j⋅fs] Hz.                         (3) 

The approximation signal an includes the low frequency 
components of the signal, belonging to the interval: 

 f(an)∈[ 0, 2-(n+1)⋅fs] Hz                            (4) 

Therefore, the DWT carries out the filtering process shown 
in Figure 1. Note that the filtering is not ideal, a fact leading to 
a certain overlap between adjacent frequency bands [7, 12, 
15]. This causes some distortion if a certain frequency 
component of the signal is close to the limit of a band.   

  

 

 

 

Figure 3.  Filtering process performed by the DWT. 
 

   Due to the automatic filtering performed by the wavelet 
transform, the tool provides a very attractive flexibility for the 
simultaneous analysis of the transient evolution of rather 
different frequency components present in the same signal. At 
the same time, in comparison with other tools, the 
computational requirements are low. In addition, the DWT is 
available in standard commercial software packages, so no 
special or complex algorithm is required for its application.  

IV. EXPERIMENTAL RESULTS 
In this section the presented methodology is applied to the 

diagnosis of several machines under different fault and 
operation conditions. The tests were performed in the 
laboratory, using commercial cage motors with 4 poles, 28 
rotor bars, rated 1.1 kW, 400V, 50 Hz, coupled to two 
different DC machines acting as loads (load 1 (direct 
coupling)  and load 2 (coupling through straps)). Figure 4(a) 
shows the motor under test.  

 
 
 
 
 
 
 
 
                   (a)                                               (b) 
Figure 4.  (a) 1.1 kW motor under test (b) Rotor with one broken bar. 

 
 
A phase current was used as diagnostic signal; this current 

was captured using a 15/5, class 0.5 current transformer and a 
1A, 60 mV shunt; the resulting voltage signal was captured by 
means a digital oscilloscope with a sampling frequency fs = 

5000 samples/s, and finally transferred to a PC for the 
analyses. The standard MATLAB Wavelet Toolbox was used 
for performing the DWT of the signals; Daubechies-44 was 
selected as mother wavelet. Figures in the next sections show 
the wavelet signals resulting from the transform, as well as 
their associated frequency bands. 

A. Unloaded healthy machine 
   Figure 5 shows the DWT of the startup current for the 

healthy motor coupled to load 1. The wavelet signals resulting 
from the analysis (approximation and detail signals) do not 
show any significant oscillations once the electromagnetic 
transient, occuring at the beginning of the startup in every 
machine, is finished. This shows the absence of any fault 
component, confirming the healthy condition of the machine. 

 

 

 

 

 

 

 

Figure 5.  8-level DWT of the startup current for the unloaded healthy 

machine. 

B. Unloaded machine with one broken bar 
   A bar breakage was artificially forced in the laboratory, by 
drilling a hole in the selected rotor bar. Figure 4 (b) shows the 
rotor after the breakage.  Figure 6 shows the application of the 
DWT for the case of a machine with 1 broken bar and coupled 
to load 1. Clear oscillations appear in the wavelet signals 
resulting from the analysis. Moreover, they are arranged in 
such a way that they reflect the evolution of the left sideband 
component created by the breakage (first decreasing from the 
supply frequency towards 0 Hz and later increasing towards 
the supply frequency again).    
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Figure 6.  8-level DWT of the startup current for the unloaded machine with 

one broken bar. 
 
     If the classical diagnosis methodology, based on the FFT of 
the steady-state current, is applied in this case the diagnosis 
conclusion could not be reached. This is due to the fact that 
the machine is unloaded and, therefore, the slip s is very low, 
so the sideband components given by (1) overlap the supply 
frequency. This is shown in Figure 7, where the sidebands are 
not detectable due to this fact. 

 

     

 

 

 

 

Figure 7.  FFT of the steady state current for the unloaded machine with one 

broken bar. 

C. Unloaded machine with two broken bars 
   Figure 8 shows the application of the diagnosis methodology 
to an unloaded machine with two broken bars and coupled to 
load 1. The conclusion is similar to that of the previous case; 
the characteristic pattern caused by the evolution of the left 
sideband is clear in the wavelet signals resulting from the 
DWT. Moreover, the oscillations within the signals a8, d8 and 
d7 have higher amplitudes, due to the higher degree of 
severity of the fault, in comparison with the previous case. 
This indicates the possibility of introducing parameters for 
quantifying the degree of severity of the fault based on the 
energy of the wavelet signals. 

 

 

 

 

 

 

Figure 8.  8-level DWT of the startup current for the unloaded machine with 

two broken bars. 

D. Unloaded machine started through soft-starter. 
 
   This test was carried out using the unloaded machine with 
one broken bar, coupled to load 2 and started by means of a 
soft starter. The soft starter controls the voltage supplied to the 
motor during the startup, increasing it progressively during the 
transient. This starting method is also common in the 
industrial environment. Figure 9 shows schematically the test-
bed for the experiment.  

 

 

 

Figure 9.  Simplified scheme for the test. 
 

    Figure 10 shows the DWT analysis of the startup current for 
this case. The characteristic pattern caused by the evolution of 
the left sideband appears clearly, confirming also the validity 
of the approach in this situation. 

 

 

 

 

 

 

 

Figure 10.  8-level DWT of the startup current for the unloaded machine with 

one broken bar started through soft-starter. 
 

E.   Machine with mixed eccentricity 

Figure 11 shows the application of the methodology for a 
machine with mixed eccentricity, considering now 6 
decomposition levels. The evolution of the aforementioned 
fault components is clearly noticed; there is one component 
whose frequency evolves from 50 Hz to 25 Hz during the 
transient and a second one evolving from 50 Hz to 75 Hz. 
Therefore, a characteristic pattern really different from that 
associated with the bar breakage arises. 

 

 

 

 

 

 

Figure 11.  6-level DWT of the startup current for the machine with mixed 

eccentricity. 
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V. INTRODUCTION OF QUANTIFICATION 

PARAMETERS 
 
Once the condition of the machine has been preliminarily 

diagnosed, using the qualitative identification of characteristic 
patterns, it is necessary to compute the quantification 
parameter defined for the corresponding fault, in order to 
quantify the degree of failure in the machine. 

In the case of rotor asymmetries, a quantification 
parameter γasym was defined in previous works [16]. It was 
based on the energy of the wavelet signal with the next level 
higher than the signal containing the fundamental. This 
parameter is given by (5). 

 
  
                                                                                         (5) 
 
 
where ij is the value of the jth sample of the startup current 

signal i(t); dnf+1(j) is the j element of the detail with level nf+1 
(nf=level of the signal containing the fundamental); Ns is the 
number of samples of the signal, until reaching the steady-
state and Nb is the number of samples between the origin of 
the signals and the extinction of the oscillations due to border 
effect. 

 According to the experience achieved by tests carried out 
in motors with this range of powers (few kW), a value for γasym 
higher than 40 dB is indicative of a healthy condition in the 
machine. Values between 30 dB and 40 dB mean that a partial 
breakage or one broken bar is present in the machine. Values 
around 30 dB or lower are usually obtained when at least two 
bars are broken.  

Table I shows the results obtained when computing this 
indicator for different cases tested, as well as the deviations 
with respect the healthy condition for each machine. The 
values obtained confirm the ranges commented above. 

In the case of mixed eccentricities, a quantification 
parameter γmecc could be also defined, based on the energy of 
the approximation signal with the next level higher than that 
containing the fundamental component. This parameter would 
be according to (6). 

 

 

                                                                                         (6) 

 

  

  where ij is the value of the j sample of the current signal; 
an(j) is the j element of the order n approximation signal; Ns is 
the number of samples of the signal, after finishing the first 10 
cycles in the steady-state regime and Nb is the number of 
samples between the origin of the signals and the extinction of 
the oscillations due to border effect. 

 

 

VI. ADDITIONAL CONSIDERATIONS FOR THE APPLICATION 

OF THE METHOD 
The different experiments performed showed the 

suitability of the method for the diagnosis of 
electromechanical faults introducing slip-dependant 
components. Nevertheless, additional considerations need to 
be done regarding the different parameters of the DWT 
decomposition, such as the type of mother wavelet, the order 
of the mother wavelet or the number of decomposition levels. 

 With regards to the type of mother wavelet, the 
Daubechies family was well suited for the application of this 
method, due to its inherent properties, although other families 
(symlet, biorthogonal, Gaussian, and specially dmeyer) also 
enable a clear detection of the patterns, despite their different 
mathematical characteristics. As an example, Figures 12 (a) 
and (b) show the application of the method for the case of 
unloaded machine with one broken bar and coupled to load 2, 
using symlet-30 and dmeyer, respectively. The similarities 
between both figures are obvious, appearing the characteristic 
pattern caused by the sideband. 

Machine Condition γγγγasym ∆∆∆∆γγγγasym 

1.1 kW motor coupled to 
load 1 

Healthy 47.1       - 

1.1 kW motor coupled to 
load 1 

1 broken bar, 
unloaded 

37   -10.1 

1.1 kW motor coupled to 
load 1 

1 broken bar, 80% 
load 

36.2   -10.9 

1.1 kW motor coupled to 
load 1 

1 broken bar, full-
load 

35.2   -11.9 

1.1 kW motor coupled to 
load 1 

2 broken bars, 
unloaded 

30.6   -16.5 

1.1 kW motor coupled to 
load 1 

2 broken bars, 60% 
load 

30.0   -17.1 

1.1 kW motor coupled to 
load 1 

2 broken bars, full 
load 

30.1     -17 

1.1 kW motor coupled to 
load 2 

Healthy 44.4 - 

1.1 kW motor coupled to 
load 2 

1 broken bar, 
unloaded 

35.6    -8.8 

1.1 kW motor coupled to 
load 2 

1 broken bar, 80% 
load 

35.4       -9 

1.1 kW motor coupled to 
load 2 

1 broken bar, full-
load 

35.1     -9.3 

1.1 kW motor coupled to 
load 2 

2 broken bars, 
unloaded 

30.7   -13.7 

1.1 kW motor coupled to 
load 2 

2 broken bars, full 
load 

31.8   -12.6 
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                                   (a) 

 

 

 

 

 

 

 

                                   (b) 

Figure 12.  8-level DWT of the startup current for the unloaded machine with 

one broken bar using: (a) symlet-30, (b) dmeyer. 
 

 When using the Daubechies family, an important fact 
observed was the overlapping between the frequency bands 
associated with successive wavelet signals resulting from the 
DWT of the current. This is due to the fact that the wavelet 
signals act as non-ideal filters, extracting the components of 
the signal included within a certain frequency band that can 
overlap partially with the adjacent band [7, 15]. In this sense, 
it was observed that, when using a high-order Daubechies 
wavelet for signal decomposition, the overlapping was smaller 
than when using a low-order one. In other words, high-order 
wavelets behave as more ideal filters, a fact that helps to avoid 
partially the overlapping between frequency bands.  

   Finally, the number of decomposition levels (nd) is 
related to the sampling frequency of the signal being analysed 
(fs). This parameter has to be chosen in such a way that the 
DWT supplies at least three high-level signals (two details and 
an approximation) with frequency bands below the supply 
frequency f; this condition implies: 

                                2+≥ fd nn      ,                           (7) 

   being nf the level of the detail which contains the supply 
frequency, that can be calculated using (8). 

                                ff s
n d <⋅+− )1(2                             (8) 

   This condition means that the lower limit of the 
frequency band of the nf level detail is lower than the supply 
frequency. 

   Thus: 

                                                               (integer)            (9) 

  

VII. CONCLUSIONS 
   A diagnosis methodology is presented in this paper to 

diagnose the presence of electromechanical faults in electrical 
machines. It is based on the application of the DWT to the 
stator startup current and the further recognition of 
characteristic patterns created by each fault. 

Several faulty cases are presented in the paper, all them 
confirming the validity of the approach, even in some cases in 
which the classical methodology, currently used in the 
industrial environment, might not lead to correct results. 

The method admits the quantification of the degree of 
failure using parameters based on the energy of the wavelet 
signals resulting from the analysis. 

Further step would be the application of image recognition 
algorithms for the automatic identification of these 
characteristic patterns, which could be the basis of the 
implementation of portable diagnosis devices. 
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Abstract— We consider a collection {Ok}N
k=1 of interacting

parametric mixed canonical-dissipative systems, (MCD). Each in-
dividual Ok, exhibits, in absence of interaction, a limit cycleLk

on which the orbit circulation is parameterized by ωk(t). The
underlying network defining the interactions between theOk ’s
is assumed to possess a diffusive Laplacian matrix. For each
Ok, we construct a class of position- and velocity-dependent
interactions which lead to a dynamic learning process of the
Hebbian type (DHL). More precisely, the interactions affect the
circulation parameterization ωk(t) and the DHL mechanisms
manifests itself by asymptotically driving the system towards
a consensual (oscillatory) global state in which allOk share a
common circulation parameterization ωc. It is remarkable that
for our class of interactions, we are able to analytically calculate
ωc which, in our case, is independent of the topology of the
connecting network. However, the coupling network topology
explicitly controls the relaxation rate via the spectral gap of the
underlying adjacency matrix (i.e. the so calledFiedler number
of the associated graph). Finally, we report several numerical
illustrations which enable to observe the DHL mechanisms at
work and confirm our theoretical assertions.

Keywords— mixed canonic-dissipative systems, limit cycles
oscillators, dynamic Hebbian learning, consensual states, diffusive
coupling, Laplacian matrix, algebraic connectivity.

I. I NTRODUCTION

In a recent paper [1], L. Righetti et al. show how to
implement what they call a Dynamic Hebbian Learning (DHL)
process by coupling nonlinear parametric oscillators withan
external time-dependent signal. As a paradigmatic illustration,
they consider an non-autonomous parametric Hopf oscillator
(HO), defined, in its phase space, by the system of equations:

HO





ẋ = +ωy +
(
1− x2 − y2

)
x + ǫ sin(Ωt),

ẏ = −ωx +
(
1− x2 − y2

)
y,

ω̇ = ǫ sin(θ(t)) sin(Ωt),
(1)

whereǫ is a small positive constant,sin(Ωt) externally per-
turbs the basic dynamics of the HO (Ω is a positive constant)
and whereθ(t) := arctan( y(t)

x(t) ). The DHL process manifests
itself by the fact that the circulation parameterization (i.e.
here the basic frequency of the underlying HO)ω(t) does,
asymptotically converge, toΩ, the frequency of the external
input signal. In other words, the external signal ”plastically”
deforms the original limit cycle dynamics. We speak about

plasticity to reflect the fact that, once this deformation is
realized, it definitely subsists even if the external input is
removed. This generic behavior can be qualitatively under-
stood by the fact that the external perturbing signal gradually
affects the circulation parameterizationω on the limit cycle
L, (for Eqs.(1),L :=

{
(x, y) ∈ R2|x2 + y2 = 1

}
), but leaves

the shape ofL essentially invariant.
The core of the present paper is to substitute in Eqs.(1) the

role played by the external signal by the dynamics delivered
by other limit cycle oscillators and then, to study the resulting
mutual DHL process. More generally, we will consider a col-
lection {Ok}N

k=1 of independentmixed canonical-dissipative
systems (MCD) as introduced in [2] and [3], which exhibit
limit cyclesLk and different individualωk(t), k = 1, 2, . . . , N
onLk. The action of dissipative mechanism is to stabilize the
orbits onLk and the canonic part of the vector field (i.e. its
Hamiltonian part) is responsible for the circulation on thelimit
cycles. In our class of models, the mutual interactions between
theOk ’s are characterized by:

a) a network N of diffusively coupled Ok ’s - i.e. the row
elements of the associated Laplacian coupling matrix of
the network add to zero.
b) a dynamic Hebbian learning mechanism (DHL). We
allow the ωk(t) to behave as additional variables and
we implement couplings between these variables with
the whole dynamics. Qualitatively speaking, the DHL
coupling rule essentially affects the circulation parame-
terization on the limit cyclesLk while keeping the shape
of Lk approximately unchanged.

The DHL process and the resulting “plasticity” of the dynam-
ics confers a fundamentally different perspective compareto
the yet abundantly studied synchronization networks of limit
cycle oscillators. Indeed, interactions of the DHL type offer
the possibility to drive the dynamics into a global (identical
for all Ok ’s), stable oscillatory state which, once reached,
remains “frozen” even when the interactions are removed. This
final oscillatory behavior shared by allOk ’s will be called the
consensual oscillatory state. In this context, a (non-exhaustive)
list of natural issues, to be addressed in this paper, will be:

1) How to calculate the circulation parameterizationωc(t)
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characterizing the final consensual state ?
2) How does the consensual circulation parameterization
depend on the Laplacian matrix associated to network ?
3) How does the network influence the convergence rate
towards the the final consensual state?

In this contribution, we propose, in section II, the construction
of an analytically soluble class of coupled oscillators with
mutual interactions leading to a DHL rule. A paradigmatic
illustration of this class of dynamics is thoroughly studied
in section III where explicit and fully analytical answers to
questions 1) to 3) can be given. Future research perspectives
and conclusion will be found in section V.

II. CONSTRUCTION OF ADHL DYNAMICAL NETWORK

The collection{Ok}N
k=1 of oscillators will be chosen to

belong to the class of mixed canonical-dissipative systems
which we briefly expose in II-A.

A. Mixed Canonic-Dissipative systems

A member of our collection{Ok}N
k=1 will be defined as:

Ok

{
ẋk =

ẏk =

+ωk
∂Hk

∂yk

−ωk
∂Hk

∂xk︸ ︷︷ ︸
conservative evolution

+

+

gk(Hk)∂Hk

∂xk
,

gk(Hk)∂Hk

∂yk
,

︸ ︷︷ ︸
dissipative evolution

(2)

whereHk : R2 → R+ andgk : R+ → R. TheHk ’s functions
areC2 and positive definite and play the role of Hamiltonians
(i.e. energy). In the sequel, we shall assume thatHk(xk,yk) =
Ek uniquely defines a set of closed (concentric) curvesLk(Ek)

in R2 that surrounds the origin. Thegk’s functions areC1 and
gk(Hk(xk,yk)) are non-conservative terms which, according
to the value ofHk, feeds or dissipates energy from the
Hamiltonian system. In particular, ifgk(Hk(xk,yk)) vanishes
for Hk(xk,yk) = Ek, the dynamics is purely conservative (i.e.
only thecanonical part drives the dynamics) and we therefore
have:

Hk(xk,yk) = Ek defines thelimit cycle Lk(Ek)

with
Lk(Ek) :=

{
(x, y) ∈ R2|Hk(x,y) = Ek

}
.

The stability of theLk(Ek)’s will be determined by:

gk(Hk) > 0 in Ak

gk(Hk) < 0 in R2 \ Āk
⇒ Lk(Ek) is stable,

gk(Hk) < 0 in Ak

gk(Hk) > 0 in R2 \ Āk
⇒ Lk(Ek) is unstable,

(3)

where Ak stands for the interior ofLk(Ek), (i.e. Ak :=
{(x, y) ∈ R2|Hk(x,y) < Ek}). Therefore, forgk(Ek) = 0 and
whenLk(Ek) is stable, the energy-type controlgk(Hk(xk,yk))
drives all orbits towards the stable limit cycleLk(Ek) which
is hence an attractor. The system defined by Eqs.(2) belongs
to the general class of mixed canonical-dissipative dynamics

(MCD) (c.f [2], [3] and [4]). In the sequel, we shall make use
of the short hand notation:

Pk(xk, yk, ωk) := +ωk
∂Hk

∂yk
(xk,yk)+gk(Hk(xk,yk))

∂Hk

∂xk
(xk,yk),

Qk(xk, yk, ωk) := −ωk
∂Hk

∂xk
(xk,yk)+gk(Hk(xk,yk))

∂Hk

∂yk
(xk,yk).

Observe that in Eqs.(2), we restrict our study to non-parametric
MCD for which ωk are constant.

Having defined the individual dynamics, it is now time to
characterize the interactions.

B. Network of diffusively coupled oscillators

The interactions between the MCD’s given by Eqs.(2) will
be realized via a simply connected networkN with N edges
without loop (i.e. its adjacent matrixA is such that, for thejth

edge,Aj,j = 0, j = 1, 2, . . . , N andAi,j ∈ {0, 1} for j 6= i).
Let L be the associated Laplacian matrix, namelyL = A−D,
whereD is the diagonal matrix withDj,j being the degree of
edgej. Accordingly, we now consider the dynamics:

Ok

{
ẋk =
ẏk =

Pk(xk, yk, ωk)
Qk(xk, yk, ωk)
︸ ︷︷ ︸

MCD

+
+

Ckx

Cky
︸ ︷︷ ︸

diffusive coupling

(4)

with Ckx andCky reading as:

Ckx := ǫ1(x, y)
N∑

j=1

Lk,jxj and Cky := ǫ2(x, y)
N∑

j=1

Lk,jyj ,

where0 ≤ ǫl(x, y) < ǫ, l = 1, 2 not simultaneously vanishing
andx := (x1, . . . , xN ), y := (y1, . . . , yN ).

Finally, we now introduce the DHL process into the dynamics.

C. Dynamic Hebbian learning for Mixed Canonic-Dissipative
systems

Directly inspired from Eqs.(1), we now propose our gener-
alized DHL in the context of Eqs.(4). The dynamical system
is given by:

Ok





ẋk =

ẏk =

ω̇k =

Pk(xk, yk, ωk) + Ckx,

Qk(xk, yk, ωk) + Cky,

Kk[Dy Ckx−Dx Cky],
︸ ︷︷ ︸

DHL mechanism

(5)

where

Dy := η1(x, y)
N∑

j=1

∂Hj

∂yj
,

Dx := η2(x, y)
N∑

j=1

∂Hj

∂xj
.

with 0 ≤ Kk ≤ κ is a set of learning coupling strengths and
0 ≤ ηl(x, y) ≤ η, l = 1, 2 are not simultaneously vanishing.
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Observe at this point that the dynamics defined by Eqs.(5)
exhibit the salient features of the basic model given by Eqs.(1).
We namely have:

a) whenCkx = Cky = 0 and for appropriate choices
of the gk(Hk(xk,yk)) terms, (see Eq.(3)), the dynamics
exhibits a stable limit cycleLk,
b) on the limit cycleLk, the dynamics obeys a (conser-
vative) canonical Hamiltonian motion,
c) a DHL type mechanism explicitly affects the circula-
tion parameterizationωk(t) of the orbits onLk.

For simplicity and without lost of generality, in what follows
we shall systematically takeǫ1(x, y) = ǫ2(x, y) = 1 and
η1(x, y) = η2(x, y) = 1 in Eqs.(5).

Proposition 1: Let Kk > 0, for all k in the system defined
by Eqs. (5). Then:

J :=
N∑

k=1

ωk(t)
Kk

(6)

is a constant of the motion.
Proof:
N∑

k=1

ω̇k

Kk
=

N∑
k=1

Dy Ckx−
N∑

k=1

DxCky

= Dy
N∑

k=1

N∑
j=1

Lkjxj −Dx
N∑

k=1

N∑
j=1

Lkjyj

= Dy
N∑

j=1

xj

N∑
k=1

Lkj −Dx
N∑

j=1

yj

N∑
k=1

Lkj

= 0.

where the last equality identically vanishes due to the diffusive
character of the coupling matrixL.

Proposition 2: Assume that we have a collection of identi-
cal MCD systems (i.e.Hk ≡ H for all k) admitting, in absence
of coupling, the same stable limit cycleLc := Lk(Ec) for all k
(i.e. for a fixed energy levelEc common to all oscillators, we
suppose thatgk(Ec)) = 0 for all k). Then, the synchronized or-
bit given byS(t) := (xs(t), ys(t), ωc, . . . , xs(t), ys(t), ωc) ∈
R3N , with ωc = constant and with:

g(H(xs(t),ys(t))) = g (Ec) = 0, (7)

is an exact solution of the dynamical system defined by
Eqs.(5).

Proof: For the synchronized orbit, we havexk(t) =
xs(t), yk(t) = ys(t) andωk(t) = ωc(t) for all k. The diffusive
nature of the coupling, implies that the termsCkx = Cky = 0
and thereforeω̇k(t) = 0. Hence, theωc(t) are identically a
constant written asωc.

So far, we have introduced a globally non-conservative dy-
namical systemR3N given by Eqs.(5) for which an explicit

orbit S(t) is known. In addition, our dynamics possesses one
constant of the motionJ given by Eq.(6). One therefore may
now question whether the orbitS(t) corresponds to a stable
solution of the globally non-conservative dynamics. As usual,
by linearizing the dynamics aroundS(t) produces information
regarding its stability - this will be explicitly performedin
section III for systems with an underlying circular symmetry.
At this stage and to make head on, assume thatS(t) is
indeed a stable solution of the dynamics given by Eqs.(5)
and that we havelim

t→∞
ωk(t) = ωc for all k. Hence,ωc

corresponds to theconsensual circulation parameterization
on the common limit cycleLc. In this case, Proposition 1
and 2 provide explicit answers to questions 1) and 2) raised
in the introduction. Indeed, Eq.(6) enables us to write:

if lim
t→∞

ωk(t) = ωc then
N∑

k=1

ωc

Kk
=

N∑

k=1

ωk(0)
Kk

and therefore, we end with:

ωc =

N∑
j=1

ωj(0)
Kj

N∑
j=1

1
Kj

. (8)

From Eq.(8), we then conclude that the consensual circulation
parameterizationωc depends on the distribution of initial
conditions {ωk} and on the coupling strengthKk for k =
1, 2..., N but does not depend on the coupling matrixL
and therefore not on the topology of the coupling network.
However, we shall see thatL directly affects the convergence
rate towards the consensual orbitS(t).

III. N ETWORK OF COUPLEDHOPF OSCILLATORS

In this section, we focus on the situation whereHk ≡ H for all
k and where the underlying Hamiltonian reads asH(x, y) =
H(x2 + y2) = H(r2). The circular symmetry implies that
the consensual limit cycleLc is a circle and the circulation
is a uniform rotation with the consensual frequency given by
Eq.(8). Due to the cylindrical symmetry, it is advantageousto
express the dynamics in polar coordinates:

Ok =





ṙk = 2(1− r2
k)rk +

N∑
j=1

Lk,j cos(φk − φj))

φ̇k = −2ωk − 1
rk

(
N∑

j=1

Lk,jrj sin(φk − φj))

ω̇k = Kk

[
N∑

l=1

(
N∑

j=1

Lk,jrlrj sin(φl − φj))

]
.

(9)
Note that in the non-parametric case (i.e. whenωk(t) = ωk),
the phase dynamics in Eqs.(9) coincides with the Kuramoto
model in presence of a general coupling network as discussed
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in [5]. Here, the exact solution of Eqs. (9) on which perturba-
tions will now be added, simply reads as:

Spc(t) = (rs(t), θs(t), ω(t), . . . , rs(t), θs(t), ωs(t))
= (1,−2ωct, ωc, . . . , 1,−2ωct, ωc) ∈ R3N .

(10)
Rearranging the variables in Eqs.(9) by using the permutation
3(k − 1) + n 7→ N(n − 1) + k (k = 1, . . . , N n = 1, 2, 3)
and linearizing aroundSpc(t) enables us to write:




ρ̇

δ̇
ǫ̇


 =




L− 4Id O O
O L −2Id
O −2 [K] L O






ρ
δ
ǫ


 (11)

where Id is the identity matrix,[K] is a diagonal matrix with
K1, K2, . . . , KN on the diagonal and whereρ := (ρ1, . . . , ρN ),
δ := (δ1, . . . , δN ) andǫ := (ǫ1, . . . , ǫN ) are perturbations. To
fulfill the conservation law given by Eq.(6), we further impose
the that:

N∑

j=1

ǫj(0)
Kj

= 0, (hereKk is constant for allk). (12)

To explicitly exhibit the influence of the network, we focus
on the case whereKk := K for all k. SinceL is symmetric,
then there exists an orthogonal matrixV such thatV ⊤LV is a
diagonal matrix[λ] with its spectrum{λk}N

k=1 on the diagonal.
The network being connected, there exists a uniquej such that
λj is zero and the rest of the spectrum are all strictly negative.
Without lost of generality, we assumeλ1 = 0. Changing the
basis of the system by means of a(3 × 3)-bloc matrix with
V ⊤ on its diagonal, gives us:




˙̃ρ
˙̃
δ
˙̃ǫ


 =




[λ]− 4Id O O
O [λ] −2Id
O −2K[λ] O






ρ̃

δ̃
ǫ̃


 . (13)

The upper left(N ×N)-bloc in Eqs.(13) hasN real negative
eigenvalues and the rest of the system is described by the
following (2× 2)-blocs:

(
˙̃δk

˙̃ǫk

)
=
(

λk −2
−2Kλk 0

)(
δ̃k

ǫ̃k

)
. (14)

For k = 1, we have:

˙̃
δ1 = −2ǫ̃1 ˙̃ǫ1 = 0.

This is a direct consequence of the conservation law Eq.(6)
and on the restriction imposed by Eq.(12). Fork 6= 1, the
eigenvalues of the System 14 are:

α± =
1
2
λk ±

1
2

√
λ2

k + 16Kλk < 0.

For a simple, connected graph, the spectrum{λk}N
k=1 is

negatively defined (c.f. [6]) which ensures an (exponential)
asymptotic convergence to the consensual state. More pre-
cisely, we have a stable focus forλk ∈ ] − 16K, 0[ and a

All to All Crystal

All to One

Fig. 1. Three types of network topologies with respective Fiedler number
F(·): “All to All” ( FAtA = −5), “Crystal” (FCry = −3) and “All to One”
(FAtO = −1).

stable node forλk ∈ ] − ∞,−16K[. The relaxation time is
given byτrelax = F−1 whereF is the algebraic connectivity
(i.e. the Fiedler number - c.f. [7]) of the coupling network.
Remember thatF is the largest, non-vanishing, eigenvalue of
the associated Laplacian matrix.

IV. N UMERICAL SIMULATIONS

In Figures 2, 3 and 4, we report numerical simulations
performed with five Hopf oscillators defined whenH(x, y) =
x2 + y2 andg(H) = 1−H . Three different topologies of the
interaction network are considered: “All to All”, “Crystal”and
“All to One” (c.f. Figure 1).

The learning mechanism can be observed in Figures 2, 3
and 4 and the final consensual frequency is given by Eq.(6).
All three figures have the same time scale so that we can fully
appreciate the fact that the convergence ratesρ(·) clearly obey:

FAtA < FCry < FAtO ⇒ ρAtA > ρCry > ρAtO.

The smaller the Fiedler number, the faster the convergence
and thus, the convergence rate does explicitly depend on the
topology of the network.

V. CONCLUSIONS AND PERSPECTIVES

Among the numerous possibilities of implementing the DHL
learning rule, networks of limit cycle oscillators with adapting
frequencies offer a yet unexplored research topics with poten-
tial for applications. In this note, we are able to explicitly
appreciate the interplay between the DHL learning rule on
one hand and the connectivity of the underlying interaction
network on the other hand. In particular, the possibility to
analytically calculate the consensual circulation parameteri-
zation (c.f. Eq.(6)) characterizing the circulation of thefinal
common attractor and the observation that the the topology of
the network participate only to the convergence rate are truly
remarkable features. At this preliminary stage, we do not yet
offer a complete and mathematically rigorous treatment of the
rich underlying dynamics.
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Fig. 2. Time evolution of the circulation parameterizationfor ωk(t) for
five Hopf oscillators withK1 = 1, K2 = 1
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, K3 = 5

4
, K4 = 5, K5 = 1

3
ω1(0) = 9, ω2(0) = 5.35, ω3(0) = 6.5, ω4(0) = 5, ω5(0) = 7.7 and
with the network topology “All to All”. The consensual frequency, given by
Eq.(8), is hereωc = 7.
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Fig. 3. Time evolution of the circulation parameterizationfor ωk(t) for
five Hopf oscillators withK1 = 1, K2 = 1

2
, K3 = 5

4
, K4 = 5, K5 = 1

3
ω1(0) = 9, ω2(0) = 5.35, ω3(0) = 6.5, ω4(0) = 5, ω5(0) = 7.7 and with
the network topology “Crystal”. The consensual frequency,given by Eq.(8),
is hereωc = 7.
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Fig. 4. Time evolution of the circulation parameterizationfor ωk(t) for
five Hopf oscillators withK1 = 1, K2 = 1

2
, K3 = 5

4
, K4 = 5, K5 = 1

3
ω1(0) = 9, ω2(0) = 5.35, ω3(0) = 6.5, ω4(0) = 5, ω5(0) = 7.7 and
with the network topology “All to One”. The consensual frequency, given by
Eq.(8), is hereωc = 7.

Several open questions among which the characterization of
the basin of attractionB of the consensual state, by con-
structing ad hoc Lyapunov functions, remain to be discussed.
In particular, the dependence ofB on the set of coupling
parameters{Kk}N

k=1 and for coupling networks which can be
modeled by multi-edge graphs remain yet to be unveiled.
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Self adapting agents with local knowledge should be able to 

manage global ressources in dynamic networks automatically. In 
this paper the library game is introduced – a simulation which 
uses the methaphor of migrating libraries that try to find paths 
through the network in such a way, that the satisfaction of all 
book-consumers reaches a maximum. 

Keywords—self-adaption; learning; agent; Library Game 

I. 

II. 

MOTIVATION 
Computer networks of big companies today become more 

and more complex, i.e. not only the number of machines is 
growing but also the number of connected networks as well as 
the specialization of the machines within the network (which 
may equipped with special hard- or software). Furthermore, 
the dynamics of cooperation in more and more complex 
development processes result in a permanent change of user 
groups accessing and changing data and programs on the 
servers in the system. In such a manner the task of system 
administrators become an extremly tedious one, since a lot of 
different requests must be considered. Since no single 
administrator may oversee the huge amount of factors 
influencing the system behaviour and also do not have access 
to configure all the several networks in a respective manner, 
the system behaviour will be less and less an optimal one. The 
purpose of the present contribution is to consider a new kind 
of autonomous and self adapting agents, which are able to 
make automatic decisions on which machine in a complex 
system which data shall be stored. Differing to existing works, 
less theoretical aspects but more applicability is in the 
foreground of our consideration. With our agents we intend to 
model a multicriterial decision process, taking user behaviour 
as well as network parameters and economic influences into 
account. In order to present our approach in a well defined 
analyseable environment, we first abstract from real networks 
and setup a similar environment for our considerations: the so 
called library game envioronment, which shall also 
demonstrate similarities in the solution of problems from 
different areas like computer networks, traffic organization or 
tasks derived from a financial and economic background. 
Then we briefly introduce a new kind of an autonoumous, self 
adapting agent which is able to extract complex behavior in a 
process similar to human abstraction. The agents can choose 

from a small set of basic, atomic actions and combine them 
within a learning- and adaption process to achieve a more 
complex behaviour in order to increase its satisfaction which 
is a measure for its success. The last sections of the present 
contribution describe our simulation setup and the results. In 
these simulations we address mostly the task where data shall 
be located to and when it is worth to migrate them to which 
other places in a complex network. Future work will discuss 
more detailed the possibilities also to learn pricing strategies 
and the impact of combinations of different influencing 
factors. 

THE LIBRARY GAME SETUP 
Following our outline, the library game environment shall 

be introduced more formally at first. We consider a set of 
players , consisting of 2 groups, server or service provider 
(in our case libraries) and Customers . Therefore 

P
S C

CSP ∪= and furthermore let us assume for the moment 
that 0=∩CS , i.e. each player is either a service provider  
(library) or customer. In detail the set of service providers will 
be defined by the ordered set , the set of 
customers by  respectively. To simplify the 
problem, we assume that the game is played in a (geographic) 
neighborhood, where any 2 players have a distance 
given by with 

})1(1|{ oisS i ==
})1(1|{ njcC j ==

Ppp ji ∈,
)( , ji ppd ℜ∈d . 

Each player may have some parameters and attributes. In 
detail we need functions to obtain: 

1. : the current budget of  )( ipB ip

2. : any fixed payments, costs (-) or income (+) of 
pi per time unit 

)( ipI

3. : a request function for services of pi in each 
time unit and finally 

)( ipN

4. : the current service fee of pi per service unit 
for any customer. 
 

)( ipF

It is clear that these values have some special cases, for the 
moment we can easily see that 0)(,0)(,0)( =≤≥ iii sNsIcI and 

0)( =icF . 
The request CccN ii ∈∀)( is a fixed (over all customers 

power-law) distributed function, determining how many goods 
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(books) a customer wants to obtain from any library per time 
unit (e.g. per month). Consequently, a respective satisfaction 
σ  for all can be defined by Cci ∈

 
where i  is the number of books which ic  with its 

current budget i really could rent from a library in this 
time unit. It is clear that every customer strives to increase its 
satisfaction until 1. 

)(cG
cB )(

To define the library fully, some more rules are needed as 
follows. 

1. Each customer must pay for the transport of 
goods from and to the libraries; these costs are 
proportional to the distance. The costs for the 
transport are . 

Cci ∈

),(*1 ji scdconst

2. The goal of customers is to increase their satisfaction. 
3. The goal of libraries is to survive. A library survives, 

if its budget is months not lower than 
zero. 

)( isB 2const

 
Consequently, each customer ci will rent books at the 

cheapest location, whereby costs are determined from the 
server sj and transport costs from the distance, only. With a 
monthly fixed income I , the number of goods ci obtained 
from sj can be calculated by 

 
With these definitions the book rental Matrix G can be 

determined for each time unit (month) t by: 

 
where t denotes the number of the respective discrete time 

steps in the game simulation. It is clear, that this matrix may 
change if the libraries and customers change their location and 
/ or payments are changed. Since every customer tries to 
obtain the highest possible number of goods in order to 
increase its satisfaction σ , it is clear that 

 
In case equal ),)(~( ji scg  exist, one being different from zero 

is randomly chosen. 

Remarks: 

1. In  each line (row) represent one customer each 
column one library 

)(tG

 

)(
)()(

i

i
i cN

cGc =σ 2. After each time step (month) t , the customer 
satisfaction )( icσ  can therefore be calculated by 

)(

),,(
),( 1

i

o

j
ji

i cN

tscg
tc

∑
==σ  

 
i.e. a can be defined by 

 

 

)( icG

∑
=

=
o

j
jii tscgcG

1
),,()(

3. The budget of after can be calculated by 

 

ic t

)())],()()(,,([

))1(,(:),(

1
1 i

o

j
jijji

ii

cIscdconstsFtscg

tcBtcB

∑
=

+⋅+

−−=

4. The budget of any library can be determined by 

 

js

)()]()(,,([))1(,(:),( j
o

ni
jjijj sIsFtscgtsBtsB ∑

=
+−−=

The next sections describe the algorithms used by the 
providers and customers in detail. 

III. 

A. 
∈

THE LIBRARY GAME AGENT 
)),()((

)(),)(~(
1 jij

i
ji scdconstsF

cIscg
⋅+

=
Definitions to understand the agents’ behavior 

It is clear that service providers (libraries) j as well as 
customers i

Ps
Pc ∈  are autonomous agents, i.e. isolated units 

which can act on their own. In later sections we will mostly 
consider the 2 cases, where service providers may change their 
location and / or service’s fee while most other parameters are 
fixed so far. However in all cases we intend to make the 
agents able to learn by one and the same algorithm which will 
be described in that section in detail. Therefore, of course, 
some more definitions are needed. Most of them concern 
values to describe the inner behaviour of an agent and its 
interaction with its environment. 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

),,(...),,(),,(
.........

),,(...),,(),,(
)(

21

12111

tscgtscgtscg

tscgtscgtscg
tG

nooo

n

 
1. The Event e 

An event is a tupel EA  where 
A describes the state of the environment the agent 

may see before it is doing any activity, while E  is 
the state the agent sees after completing this activity. 
Both, A  and E  must be from the set of states 

{ rzaze },,,=
z

z

z z Z  of 
the considered system. The activites of an agent may 
be selected from a set of elementary activities Aa∈ , 
which must be defined and fixed for each agent. 
Finally, after the execution of an activity, the agent 
obtains a reward ℜ∈r . 

⎩
⎨
⎧ ≠=∀<↔

=
else

jkokscgscgscg
scg kijiji

ji 0
,)1(1),)(~(),)(~(),)(~(

)( ,
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2. The event tape E 
All events executed by an agent (or at least a 

bigger number of τ  of such events) are kept on the so 
called event tape of this agent and may be recalled for 
any analysis or knowledge extraction. Since we 
consider always one agent at the moment, we do not 
add the agent’s name to the identifier of the event 
tape and just call it E. Furthermore we write for 
simplification instead of  mostly ia . In such 
a manner the event tape is an ordered set given by 

)( ia eZ Z ,

( ){ })1|)(|1(1,,,| ,1,,, −=∀=∧== + EizzrizazeeE ieiaiEiiaii . 
Note that denotes the actual length of the event 
tape. 

|| E

3. The Intelligence q of an agent  
Each agent is able to compose several elementary 

instructions to a sequence of instructions under a 
name. This ability is something like an abstraction 
process and naturally the length of sequences learnt 
will increase with time and experience of the player. 
To consider this ability of an agent the intelligence  
is introduced to be the maximum length of any 
instruction sequence the agent may store. I.e., the 
actual intelligence will be denoted by max

q

)1(1 qq = , 
where max  is a constant for the maximal reachable 
intelligence. 

q

4. The Instruction Memory M 
The instruction sequences which an agent may 

build in the abstraction process depending on its 
current intelligence will be kept in a special 
instuction set memory M . In such a manner 

; where c is the maximum number 
of instruction set to be kept and each instruction 

consists of course of a set of events, i.e. 
 Since the instruction 

sequences are extracted in an abstraction process 
from the contents of the event tape

},...,,{ 21 cmmmM =

Mm∈
cieeem ki )1(1},...,,{ 21 =∀=

E it is clear that 
 and .Furthermore, 
and finally is called length of 

instruction sequence, which must be . 

)()( 1 jEjA ezez =+ qk ≤
EmMm ii ⊆∈∀ : kmi =||

q≤

5. Distancefunction d 
In several stages of our library game and other 

game setups it will be necessary to compare two 
states i and j . Not in every case every component 
of a state is absolutely equal to the other one. That is 
why a distance function is introduced and 
used to determine if two states are similar (almost 
equal) or not. If , then and j  are called 
similar or equivalent and we write . 

z z

),( ji zzd

ε<),( ji zzd iz z
ji zz ~

6. Curiosity p 
Every learning process requires that the agent is 

able to explore its environment, i.e. have a random 
component allowing him to do new, so far 
undetermined steps in its behavior. The curiosity p  
of an agent is the probability describing how often 
the agent does not follow any known instruction 
sequence but has fully random behaviour for a given 
amount of steps. 

7. Reward of an instruction sequence ∑R  

The goal of each agent is of course to get a 
maximum profit or satisfaction from his activities. So 
after every activity an agent may obtain a reward 

ℜ∈r  from the environment, which can be used to 
evaluate the success of an activity or instruction set. 
While the reward of each activity is a simple value, 
the reward of any sequence of activities is given by 
the sum of the rewards obtained in each step:  

Shorter we can also write for any Mmi ∈ : 

 
8. LRU (Last recently used memory) L 

Last but not least we need an intermediate 
memory for the extraction of information from the 
event tape E . Mostly it is important, to process parts 
of E , which are similar / equal to the last processed 
sequence of events and activities. This is the content 
of the LRU memory : 21 klast  at 
discrete time point last , i.e. llast is the last executed 
sequence while higher indices of i  denote sequences 
which have been executed in the farer past.  

L },....,,,{ llllL =
tt =

l

 

• Let  be the length of the considered 
(last) instruction sequence on 

lengthseq _
E , given as a fixed 

value for the moment. 
 

• Then  is determined by 
with  

lastl
),...,( _ tlengthseqtlast eel −= Ee j∈

 

• The other elements of L are given by 

 

Of course,  runs from . In this 
process either the whole event tape or only a part 
of it (a finite history) maybe considered. If we 
require that 

Elki

lezlezLl

i

ixjalastjAi i

⊂∧=∀

↔∈ −

)1(1

))((~))((

j lengthseqj _)1(1=

− txi <  we obtain an infinite horizon while  
− constxi <  results in a finite case with a finite 

event horizon of the agent. 

B. 

∑
=

⊂<=∑

b

i
baiiba EeebaereeR }...{,),(),(

 The agents’ algorithm 
This section presents the agents’ algorithm which is 

executed by the agents in an infinite loop. Beside writing 
down all events and the observation of the environment on a 
tape an agent must meet a decision in each situation. For the 
implementation we intended to implement a behaviour similar 

a

∑
=

∈∀=∑

||

1
)()(

im

i
iiiii meermR
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to the human one. Due to its event tape the agent may 
remember former situations and may decide whether his 
behaviour in such states was successful or not. In case a state 
is reached again and a successful activity sequence is known, 
the agent repeats it in the hope of another positive reward 
from doing so. If no successful activity is known, the agent 
can only try any random, elementary activities. The same the 
agent shall do in any state from time to time in order to be able 
to optimize its behaviour or to investigate any new appearing 
possibilities to obtain a higher reward than so far. 

In detail, the agent has to execute the following algorithm.  
 
init Z = Z0   // initial state 
init E = {}  
init M = {}  // init empty event tape and memory 
init L = {}  // empty last instruction memory 
init q = 1   // reactive behaviour at start 
 
 
for (;;)  
{ 
   if (p)   // random behaviour 
   {  
      for i = 1(1)q  
      { 
         random (a) 
         make e = (z, a, zE, r) 
         z = zE 
         write (E, e) 
         //seq_length = q 
      } 
   }  

   else if (   )~))((: 1 zmezMm a∈∃
   { 
   // Point with known successful  

      // instructionset at first search in M 
      for i = 1(1)|mi|  // execute that 

      {      
         make (ei(mi)) 
         z := ze(ei(mi)) 
         write (E, ei) 
         //seq_length = |mi| 
      } 
   }  
   else  
   { 
      t = compose_seq_with_biggest_reward (E, z) 
        //compose a sequence by choosing a event 
        //sequence from tape E which maximizes the 
        //reward! 

      if (!isEmpty(t)) 
      { 
         for i = 1(1)|t| 
         { 
            make (ei(ti)) 
            z := ze(ei(ti)) 
            write (E, ei) 
         }  
      } 
      else  // unknown position or no successful 
      {     // sequence known here 
         random (a) 
         make e = (z, a, ze, r) 
         z := ze 
         write (E, e) 
         seq_length := 0 
      } 
  } 
   evaluate (E, M, seq_length)   

      // process results from last step 
 } 

 

Beside reacting to each situation in an optimal manner the 
agent also has to evaluate and adapt his activities for any 

situation and to learn the best behaviour. This is done within 
the function evaluate() after each executed step as described in 
the next subsection. 

C.  The evaluation procedure 
The evaluation procedure considers the success of the last 

executed activity sequence written to the event tape. In order 
to ensure the success of an instruction sequence, it must be 
found several times (minimal l  times) on the event tape 
and during each application should have shown a suitable 
reward behaviour. Depending on the reward obtained and the 
state of the instruction memory, the following reactions may 
be reasonable. 

MIN

• while the instruction memory still has empty 
positions, any successful instruction sequence with a 
reward > 0 can be kept 

 

• if the memory is full, an instruction sequence can be 
replaced, if the current sequence guarantees a better 
reward for the same initial state or guarantees a 
globally higher reward for any other maybe so far 
unknown initial state. 

 

• if the memory is full and no optimizations can be 
found for a long time ( ) it is assumed that 
improvements can be found only with higher 
expenditure, i.e. longer instruction sequences which 
are only possible with a higher intelligence of the 
individuum. Therefore in this case the intelligence q 
must be increased by 1.  
 

MAXT

The above described behaviour is achieved by the function 
evaluate(): 

 
function evaluate (E,M, seq_length) { 
build (L) // build LRU mem 
if |L|<MINl break  // no activity, if sequence not 
                  // MINl t imes on event tape 
 

∑=
=∈∀

∑

||

1
))(()( jl

i jiijj lerlRcountLl  

||

)(||
1

L

lR
Rset

L
j j∑ = ∑

∑ =     

   //average instruction set reward  
 
 
if NOTFULL (M) ^ (Rz(llast)>0) ^ llast ∉ M    
                     //no activity with same zA 
{ 
   add (M; llast) 
   T = 0 
} // fill instruction memory 
 

if FULL (M) ^ )(),(: MmmRRi iiz ∈>>∀   

{ 
   MIN_R_replace(M, llast) 
   T = 0 
} // replace globally sequences  
  // with much less known reward 
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if FULL (M) ^ ))()(~)( ( Σ
<↔∃ RmRzmzm ilAiai last

 

{ 
   replace (M, mi, llast) 
   T = 0 
} // replace a worse sequence in known situation 
if T > TMAX   // if no change for  
            // a long time, increase intelligence 
{    
   T := 0 
   q := q + 1 
} 

IV. IMPLEMENTATION 
The LibraryGame is implemented in Java using the 

P2PNetSim framework. P2PNetSim is a highly scalable 
simulation tool that makes it possible to implement large p2p 
network simulations and many other kinds of simulations 
within large groups of individuals even based on social 
interaction. 

Figure 1: The LibGame in the P2PNetSim Environment 

Customers and Providers within this context are modelled 
as interacting peers communicating via messages with each 
other. At each simulation time step they can perform actions 
like requesting services (customers), serve requests and 
change their positions (providers). T=50 time steps form a 
simulation cycle. Within one cycle the positions of all 
providers remain constant. After one cycle is over, the 
customers receive new payments and the providers initiate an 
evaluation- and migration procedure before the next cycle 
begins as described in the previous sections. 

Some additional parameters have to be considered for the 
implementation of the LibraryGame simulation: 

• Tapesize  
The sections above implied a potential infinite tape 
size. For the simulation set-up the tape is 
implemented as FIFO-memory with a fixed size of 
1.000.000. To simulate an ‘infinite’ band this value is 
high enough, but it strongly depends on the given 
field-size on which the game is played. 

 
• FieldSize 

This is the dimension of the field on which the library 
game is played. For the example simulation it is set to 
20x20. 

 
• Memorysize 

The maximum number of sequences which can be 

stored in a provider’s memory. Like tapesize, the 
optimal value for memorysize finally depends on 
other simulation parameters. 

 
• intelligenceIncreasmentThreshold 

This variable gives the number of cycles, a provider’s 
memory needs to be unchanged before its intelligence 
is increased. This value is set to 100. 

 
• initialCuriosity  

0 < initialCuriosity < 1: This value gives the 
propability that a providers chooses a random 
sequence instead of choosing an existing sequence 
from tape or from memory. 
Several simulation-runs showed that this value has to 
be relatively high (>0.7) to enable the providers to 
find acceptable sequences. However, if a certain 
number of sequences was found, such a high value 
tends to destroy those sequences. In this simulation 
we used a value of 0.80. 

 
• processesPerCycle 

This variable defines the number of simulation steps 
a provider remains at a certain position to serve the 
customers’ requests before it migrates to a new 
position. This value is fixed to 50. A cycle can be 
understood as somewhat like a month in real-life 
situation. 

 
• defaultServicePrice_(F(ci)) 

The fee a provider gets every time a customer 
consumes a service. This is fixed to 3.0 for all 
services of all providers. 

 
• transportCostsPerUnit 

When a customer consumes a services from a 
provider, the provider has to pay transport costs in 
addition to the service itself. To calculate this 
transport costs the Eucledian distance between the 
customer and provider is multiplied by the 
transportCostsPerUnit. For each cycle the customer 
then chooses the provider with the chapeast transport 
costs. For the simulation discussed here, the 
transportCostsPerUnit is constantly fixed to 2.0. 

 
• customerPayment 

After each cycle, the customers gets a ‘monthly 
payment’ of customerPayment = 2.0 

 

A. Customer’s Setup 
The customers get randomly chosen positions which stay 

constant during the simulation and a request frequency 
0<f<=1. A request frequency of 1 means, that the customer 
performs a request at every simulation timestep of a cycle.  

The customers commonly have different, power-law 
distributed request frequencies given by: 
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where n is the number of customers andε is the lowest request 
frequency for customer n-1. To simplify simulation analysis, 
ε is set to 1, meaning that all customers have a request 
frequency of 1.  

Within a cycle that consists of T=50 simulation time steps, 
a provider with a request-frequency of if  can perform at most 

if50  requests. Usually there will be less requests, because a 
provider may be too far away and especially in the end of a 
cycle a customer may have ran out of money. The customer 
then has to wait for the next cycle, in which he gets his 
‘monthly payment’. 

This results in a decreasing satisfaction value for this 
customer. A customer’s satisfaction for a certain cycle is 
defined as 

 
The over-all satisfaction then is the average satisfaction 

over all cycles. The satisfaction of a provider is directly 
dependant on its balance. 

B. 

C. 

V. 

Provider’s Setup 
Following the LibraryGame definition the providers 

actually have to pay for migration-activities. But in first 
instance we are interested in the paths, a provider takes 
through the LibraryGame map. So providers don’t get a 
payment at all, and they don’t have to pay for position 
changes. Therefore, the satisfaction of a provider can directly 
be measured by observing its balance.  

Simulation Results 
Figure 2 shows some screenshots of a simulation run with 

the above discussed setup. One provider (red dot) offers a 
service to three customers (black dots). The red lines represent 
the provider’s memory state. In a first phase (figure a to b) the 
sequences stored in memory are concentrated around the 
customers. The intelligence is not big enough yet, to model 
paths that are long enough to lead from one customer’s 
position to another while preserving a big reward. 

This situation starts changing at 000.80=cycleT . The first 
paths occur which lead from one attractive area to another 
(figure 1c, from Customer1 to Customer0) Even though this 
paths could disappear by being replaced by other, more 
attractive paths, sooner or later they will be re-established and 
strenghed due to the growing intelligence. (see fig. 2e, 2f). 
The closer the positions of two providers are, the sooner a path 
between them will be generated. In this example the relation  

    
 

)2,1()2,0()1,0( cstcstdcstcstdcstcstd <<

implies the order in which the paths between the customers 
most likely will be established. 

After approximately 0.5 Million cycles and an intelligence 
of ~60 the memory content shows sequence combinations 
which finally involve all customers. It is possible to extract 
one path from the memory which is an optimum to serve all 
customers and to maximize their satisfactions. 

⎪
⎩

⎪
⎨

⎧
<<∀

=
= −

⋅

ni
nif

ef n
i

i 1
11

1
lnε

a) Tcycle=1000, i=2 b) Tcycle=20000, i=10 

c)Tcycle=80000, i=19 d) Tcycle=122000, i=25 

e) Tcycle=240000, i=42 f) Tcycle=560000, i=63 

Figure 2: The LibraryGame Simulator; 
i: intelligence; TCycle: simulation cycle – one cycle is 50 
simulation steps 
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DISCUSSION & OUTLOOK 
The algorithm is able to find an optimal path on which a 

provider could walk to maximize the statisfaction of all 
customers. But it still converges very slowly. To speed up the 
convergence, it may make sense to reduce the providers’ 
curiosity during the game. This would reduce the effect, that 
sequences which actually are acceptable and could be used as 
subsequences for better paths just disappear. Also, the 
composition of random walks could be optimized. One 
optimisation which is already used in this simulation is to 
forbid duplicate path sections within the composition of a 
random sequence. This prevents the customer of performing 
too many and too tight circles around an attractive position. 
Another possibility would be to give a preferred direction as a 
tendency to the providers when composing random walks. 
This tendency would be changed from time to time and would 
enforce the provider to leave attractive positions and therefore 
raise the propability to enter other attractive regions. 

In further researches it has to be found out, if this 
algorithm could be used to make more providers cooperating 
witch each other in such a way, that the providers dynamically 
‘share’ the customers to provide a maximum over-all-
satisfaction for all of them. For this it would make sense to 
give a ‘preferential threshold’ to the customers, that make 
them use a certain provider for a while, even if it is not the 
cheapest provider anymore. This would correspond to real-
life-situations, where consumers do not immediately change 
the provider when he raises the price. They would still prefer 
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this provider ‘by habit’ at least a while before they come to the 
conclusion to change. Providers then would have a chance to 
leave their (pseudo-) optimal position to explore the 
environment without having a too high risk of loosing all of 
their customers. 

Further works will accounter competing providers with 
more differentiated pricing strategies and with a ‘character’. 
This should enable a provider to decide to be defensive, 
aggressive or cooperative according to other providers. 
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Abstract— We present a novel object representation model
based on the Global Structure Constraint (GSC). In our ap-
proach, the object is described as a constellation of points which
are placed at all the representative patches with small color
variations. The color information and spatial relations of these
patches are reserved by these points to build the color model and
shape model. To demonstrate the ability of its representation,
we use it together with the searching algorithm to locate target
objects in images. The experimental results demonstrate that it
is a simple, effective and efficient representation.

I. INTRODUCTION

Given digital images, choosing an appropriate image rep-
resentation will greatly facilitate the consequently image pro-
cessing methods, such as image localization, recognition and
retrieval systems. There is broad agreement upon the suitabil-
ity of representing objects as collections of local parts and their
mutual spatial relations. Restricting the description to local
parts of the image leads to higher robustness against clutter
and partial occlusion than traditional global representations
(for example, global appearance projected by the principal
components analysis (PCA)), whereas incorporating spatial
relations between parts adds significant distinctiveness to the
representation. The common approach is to employ graph-
based representations that deal separately with local parts
(nodes of the graph) and spatial relations (arcs of the graph)
[1], [2], [3], [4], [5]. The problem with this approach is the
complexity of considering both local properties and spatial
relations described separately in nodes and arcs, where learn-
ing and matching graph representations are known to be very
expensive.

As for the contents presented by images, two clearly
separated domains are the socalled ”things” and ”stuff”
domains[6], [7], which correspond respectively to entities with
discriminant geometry (object) and texture-rich materials with
loose geometry (for example, natural landscapes such as forest,
river, dessert, and so forth). Entities in these two domains
seem to be represented in a fundamentally different way in
human vision[7], suggesting the need for different models
representing each of them[1].

In this paper, in the GSC model the object is represented
as several landmark points which locate in the main patches
with small color variations. The color information and spatial
relations of these points are reserved and used to build two
models, shape and color. The dimension of GSC model can
be very low, such as only 26 points for the human face. To

demonstrate the ability of this model, we adopt Genetic Algo-
rithm (GA)[8], [9] to optimize the transformation parameters
for the GSC model to locate the target.

II. GLOBAL STRUCTURE CONSTRAINT MODEL

A. Sample

By digital image capture device, the real-world scenarios
can be discretized to digital images with some specific reso-
lution, which can be processed by computers. Digital images
with large resolution can be compressed to low resolution.
These two kinds of processes both can be considered as
sampling and compressing representation procedures, which
cannot ruin the understanding to the image contents by human
brain as long as the result resolutions are not too low. Here, we
give an analogously sampling and compressing representation
of images.

B. Patches and Landmarks

The patches with small texture variations can be segmented
by statistical means. However, in practice we can line out the
functional areas of the target object and then mark several key
points on each area to depict its main color structure.

C. Statistical Model of GSC

For a 2D image, we represent the n landmark points{
p1, . . . , pn

}
for a single example as two vectors, which are

the shape vector x = (x1, . . . , xn, y1, . . . , yn)T and the color
vector c = (c1, . . . , cn)T . ci is the mean or representative
color value of the neighbor region of point pi = (xi, yi) .
Given the training set of s examples, we can label landmarks
and generate the learning vectors xj and cj . Before analyzing
statistically, we transform the shape vectors into a model coor-
dinates in which the shapes of objects are normally considered
to be independent of their original position, orientation and
scale.

Suppose now we have sets of points xj which have been
transformed into the model coordinate system. We can model
the shape model of GSC, SGSC , as the mean of training set
simply.

SGSC =

∑s
j=1 xj

s
(1)

However, the color model of GSC,CGSC , at landmarks
should be modeled representatively to the target class and
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independently to the imaging environment.

CGSC =

∑s
j=1

(
(cj − [⇓n MinCj ])T × (SpanRatioj × I)

)

s
(2)

whereMinCj = minn
i=1(cj,i)and⇓nconcatenate

copies of its operand vertically. SpanRatioj =
SupC

maxn
i=1(cj,i)−minn

i=1(cj,i)+1with SupC is the superior limit of
image color value.

III. SEARCHING WITH GSC MODEL

A. GSC Model Parameters

Having GSC models, what to do is to find out the optimal
transformation for fitting GSC model to the target image
well. To deal with rigid transformation, function Tstat with
parameter vector stat = (Tx, Ty, Sx, Sy, θ)T designates the
Euclidean transformation defining the position,(Tx, Ty), the
scale,(Sx, Sy), and orientation,θ, from the model coordinate
system to the image coordinate system. For in-stance, if
applied to a single point (x, y),

Tstat

(
x
y

)
=
(
Tx

Ty

)
+
(
Sx cos θ −Sy sin θ
Sx sin θ Sy cos θ

)(
x
y

)

(3)

B. Searching Algorithms

Many searching algorithm can be adopted. The key things
about GA [8], [9], which is exploited here as searching
algorithm, are described as follow.

1) Chromosome Coding: Chromosomes are represented by
bit strings. The way to represent Tx, Ty , Sx and Sy are to
use a bit string of length eight, and θ is coded as a twelve-
bit string. The transformation TC→I from chromosomes of bit
string Cto their interpretation I and the inverse transformation
TI→C are formulated as,

I = TC→I (C) =
[C]D

2len − 1
× (Isup − Iinf ) + Iinf (4)

C = TI→C (I) =
[ I − Iinf

Isup − Iinf
×
(
2len − 1

) ]
(5)

where len is the length of bit string,Isup and Iinf are the
superior and inferior limits of the interpretation, [ ]D and
[ ]B mean to get the decimal and binary value.

2) Fitness Function: The fitness function is defined as
followed.

fitness =
1

1 +A
(6)

with

A =

√√√√ 1
n

(( n−nNII∑

i=1

(
M(i)−C(i)

)2)+ k × nNII

)

where M is the color model of GSC and C is the color
information of GSC, after being transformed to the image
coordinates with transformation parameters using (3), in target
image. There are also some processes for C before computing
fitness with (6), such as the color information must be

Fig. 1. 27 Landmark points of GSC shape model for number ’6’ in the
model coordinates

Fig. 2. 26 Landmark points of GSC shape model for human face in the
model coordinates

uniformed to the range of M . n is the total number of the
landmarks of GSC model and nNII is the number of GSC
landmarks not in the target image after transformation. k is a
constant.

IV. EXPERIMENTAL RESULTS

First we take a simple digits test on number 6 and 9
because these two numbers are the same if the rotation is not
considered. Fig. 1 is the shape of GSC model for the digit,
number 6. Table I are results of the 10th,20th,30th and 40th

iterations, the numbers under each image is the transformation
parameters. Table II lists the final results for different kinds of
’6’ and ’9’. Results describe that GSC can find out the proper
parameters under the variation of scale and rotation.

To obtain a quantitative evaluation of the performance of
the representation we trained GSC for human face on 20 hand
labeled face images, from FERET database [10] in which the
resolution of image is 256× 384, and tested it on a different
set of 100 labeled images with the population size 50 and
iteration times 100. The shape model of GSC for human face
is shown in Fig. 2. In Table III, the first two rows Dx and Dy

means the average differences between the searching results S
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TABLE I
TEST RESULTS ON NUMBER ’6’

iterations=10 iterations=20 iterations=30 iterations=40

Image

Tx 116.813 120.268 105.065 104.374

Ty 131.435 138.496 133.452 134.461

Sx 1.375 1.506 1.686 1.686

Sy 1.421 1.504 1.594 1.649

θ -0.963 -0.932 -1.570 -1.509

TABLE II
TEST RESULTS ON DIFFERENT KINDS OF NUMBER ’6’ AND ’9’

Image

Tx 150.156 139.504 165.529 220.103

Ty 140.556 96.081 169.255 191.547

Sx 1.756 1.657 1.787 1.750

Sy 3.258 1.654 1.524 3.256

θ 1.923 -2.982 -0.740 1.958

and the labeled landmarks L on x and y axis respectively. The
third row gives the result fitness values. The columns mean,
minimum and maximum means the statistical results for the
set of the 100 images. In these 100 test images, the algorithm
can find the proper displacement status for 89 images and
the result is not satisfied for the other 11 images yet. Table
IV shows some result images after 25, 50 and 75 iterations
respectively.

V. DISCUSSION AND CONCLUSION

We have demonstrated that the Global Structure Constraint
model has the ability to represent target objects. The ad-
vantages of this kind representation are as followed. And
it has several advantages such as that the representation is
simple, the computational resumption is decreased and can
deal with translation, scale and rotation intrinsically without
other strategies, such as multi-resolution and model rotation
operations. Besides, GSC model has other assistant functions.

TABLE III
THE STATISTICAL RESULTS ON THE SET OF 100 LABELED IMAGES

Unit: Pixels mean minimum maximum

Dx = 1
n

∑n

i=1

∣∣Si,x − Ii,x

∣∣ 7.518 1.956 35.986

Dy = 1
n

∑n

i=1

∣∣Si,y − Ii,y

∣∣ 15.313 2.594 92.668

fitness 0.0182 0.0009 0.0574

TABLE IV
SOME TEST RESULT IMAGES OF HUMAN FACE

Iter. 25 Iter. 50 Iter. 75

(136.240, 214.963, (136.240, 226.338, (133.480, 216.385,
1.208, 1.378, -2.844) 1.227, 1.617, -2.910) 1.347, 1.336, -2.898)

(122.440, 131.066, (125.200, 133.910, (138.188, 184.894,
1.326, 1.435, 3.243) 1.326, 1.580, 3.312) 1.211, 1.035, 3.467)

However, the GSC model has its disadvantages which we are
attempting to overcome.
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The Second International Workshop on Nonlinear Dynamics and Synchronization (INDS’09) is a 
two-day international workshop bringing together international researchers, developers and 
practitioners from different horizons to discuss the latest advances in nonlinear dynamics and 
synchronization. INDS’09 will serve as a forum to present current and future works as well as to 
exchange research ideas pertaining to various aspects in this field of nonlinear dynamic systems and 
synchronization. INDS’09 will feature contributed as well as invited papers and will include poster 
and demo sessions.  
The major focus of this inter-disciplinary workshop lies on the following areas: 

 Theoretical fundamentals of synchronization 
 Nonlinear systems and synchronization 
 Experiments of nonlinear dynamics and synchronization 
 Simulation of nonlinear dynamics and synchronization 
 Applications of nonlinear dynamics and synchronization: 

o Self-organized traffic management systems 
o Self-organized intelligent supply chains and logistics systems 
o Cybernetics 
o Systems control 
o Robotics 
o Cooperative advanced driver assistance systems 
o Pattern recognition 
o Computational intelligence models (soft computing and machine learning) 
o Cellular neural networks and applications  
o Image processing (incl. scene analysis) 
o Signal processing (incl. speech processing and recognition)  
o Self-reconfigurable systems 
o Self-healing systems 
o Self-testing systems 
o Coupled oscillatory systems 
o Bio-computing, Neuro-computing, Biology, Bio-chemistry 
o Chaos control 
o Communication (wired and wireless), networking and sensor networks 
o Cryptography and security 
o Social sciences, psychology, business and management 

 

 

We look forward to meeting you again in Klagenfurt to INDS'09. 
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